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Preface

The last treatise on the theory of determinants, by T. Muir, revised and
enlarged by W.H. Metzler, was published by Dover Publications Inc. in
1960. It is an unabridged and corrected republication of the edition origi-
nally published by Longman, Green and Co. in 1933 and contains a preface
by Metzler dated 1928. The Table of Contents of this treatise is given in
Appendix 13.
A small number of other books devoted entirely to determinants have

been published in English, but they contain little if anything of importance
that was not known to Muir and Metzler. A few have appeared in German
and Japanese. In contrast, the shelves of every mathematics library groan
under the weight of books on linear algebra, some of which contain short
chapters on determinants but usually only on those aspects of the subject
which are applicable to the chapters on matrices. There appears to be tacit
agreement among authorities on linear algebra that determinant theory is
important only as a branch of matrix theory. In sections devoted entirely
to the establishment of a determinantal relation, many authors define a
determinant by first defining a matrixM and then adding the words: “Let
detM be the determinant of the matrix M” as though determinants have
no separate existence. This belief has no basis in history. The origins of
determinants can be traced back to Leibniz (1646–1716) and their prop-
erties were developed by Vandermonde (1735–1796), Laplace (1749–1827),
Cauchy (1789–1857) and Jacobi (1804–1851) whereas matrices were not in-
troduced until the year of Cauchy’s death, by Cayley (1821–1895). In this
book, most determinants are defined directly.
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It may well be perfectly legitimate to regard determinant theory as a
branch of matrix theory, but it is such a large branch and has such large
and independent roots, like a branch of a banyan tree, that it is capable
of leading an independent life. Chemistry is a branch of physics, but it
is sufficiently extensive and profound to deserve its traditional role as an
independent subject. Similarly, the theory of determinants is sufficiently
extensive and profound to justify independent study and an independent
book.
This book contains a number of features which cannot be found in any

other book. Prominent among these are the extensive applications of scaled
cofactors and column vectors and the inclusion of a large number of rela-
tions containing derivatives. Older books give their readers the impression
that the theory of determinants is almost entirely algebraic in nature. If
the elements in an arbitrary determinant A are functions of a continuous
variable x, then A possesses a derivative with respect to x. The formula for
this derivative has been known for generations, but its application to the
solution of nonlinear differential equations is a recent development.
The first five chapters are purely mathematical in nature and contain old

and new proofs of several old theorems together with a number of theorems,
identities, and conjectures which have not hitherto been published. Some
theorems, both old and new, have been given two independent proofs on
the assumption that the reader will find the methods as interesting and
important as the results.
Chapter 6 is devoted to the applications of determinants in mathemat-

ical physics and is a unique feature in a book for the simple reason that
these applications were almost unknown before 1970, only slowly became
known during the following few years, and did not become widely known
until about 1980. They naturally first appeared in journals on mathemat-
ical physics of which the most outstanding from the determinantal point
of view is the Journal of the Physical Society of Japan. A rapid scan of
Section 15A15 in the Index of Mathematical Reviews will reveal that most
pure mathematicians appear to be unaware of or uninterested in the out-
standing contributions to the theory and application of determinants made
in the course of research into problems in mathematical physics. These usu-
ally appear in Section 35Q of the Index. Pure mathematicians are strongly
recommended to make themselves acquainted with these applications, for
they will undoubtedly gain inspiration from them. They will find plenty
of scope for purely analytical research and may well be able to refine the
techniques employed by mathematical physicists, prove a number of con-
jectures, and advance the subject still further. Further comments on these
applications can be found in the introduction to Chapter 6.
There appears to be no general agreement on notation among writers on

determinants. We use the notion An = |aij |n and Bn = |bij |n, where i and
j are row and column parameters, respectively. The suffix n denotes the
order of the determinant and is usually reserved for that purpose. Rejecter
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minors of An are denoted by M (n)
ij , etc., retainer minors are denoted by

Nij , etc., simple cofactors are denoted by A(n)
ij , etc., and scaled cofactors

are denoted by Aij
n , etc. The n may be omitted from any passage if all the

determinants which appear in it have the same order. The letter D, some-
times with a suffix x, t, etc., is reserved for use as a differential operator.
The letters h, i, j, k, m, p, q, r, and s are usually used as integer param-
eters. The letter l is not used in order to avoid confusion with the unit
integer. Complex numbers appear in some sections and pose the problem
of conflicting priorities. The notation ω2 = −1 has been adopted since the
letters i and j are indispensable as row and column parameters, respec-
tively, in passages where a large number of such parameters are required.
Matrices are seldom required, but where they are indispensable, they ap-
pear in boldface symbols such as A and B with the simple convention
A = detA, B = detB, etc. The boldface symbols R and C, with suffixes,
are reserved for use as row and column vectors, respectively. Determinants,
their elements, their rejecter and retainer minors, their simple and scaled
cofactors, their row and column vectors, and their derivatives have all been
expressed in a notation which we believe is simple and clear and we wish
to see this notation adopted universally.
The Appendix consists mainly of nondeterminantal relations which have

been removed from the main text to allow the analysis to proceed without
interruption.
The Bibliography contains references not only to all the authors men-

tioned in the text but also to many other contributors to the theory of
determinants and related subjects. The authors have been arranged in al-
phabetical order and reference to Mathematical Reviews, Zentralblatt für
Mathematik, and Physics Abstracts have been included to enable the reader
who has no easy access to journals and books to obtain more details of their
contents than is suggested by their brief titles.
The true title of this book is The Analytic Theory of Determinants with

Applications to the Solutions of Certain Nonlinear Equations of Mathe-
matical Physics, which satisfies the requirements of accuracy but lacks the
virtue of brevity. Chapter 1 begins with a brief note on Grassmann algebra
and then proceeds to define a determinant by means of a Grassmann iden-
tity. Later, the Laplace expansion and a few other relations are established
by Grassmann methods. However, for those readers who find this form of
algebra too abstract for their tastes or training, classical proofs are also
given. Most of the contents of this book can be described as complicated
applications of classical algebra and differentiation.
In a book containing so many symbols, misprints are inevitable, but we

hope they are obvious and will not obstruct our readers’ progress for long.
All reports of errors will be warmly appreciated.
We are indebted to our colleague, Dr. Barry Martin, for general advice

on computers and for invaluable assistance in algebraic computing with the
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Maple system on a Macintosh computer, especially in the expansion and
factorization of determinants. We are also indebted by Lynn Burton for
the most excellent construction and typing of a complicated manuscript in
Microsoft Word programming language Formula on a Macintosh computer
in camera-ready form.

Birmingham, U.K. P.R. Vein
P. Dale
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1
Determinants, First Minors, and
Cofactors

1.1 Grassmann Exterior Algebra

Let V be a finite-dimensional vector space over a field F . Then, it is known
that for each non-negative integer m, it is possible to construct a vector
space ΛmV . In particular, Λ0V = F , ΛV = V , and for m ≥ 2, each vector
in ΛmV is a linear combination, with coefficients in F , of the products of
m vectors from V .
If xi ∈ V , 1 ≤ i ≤ m, we shall denote their vector product by x1x2 · · ·xm.

Each such vector product satisfies the following identities:

i. x1x2 · · ·xr−1(ax+ by)xr+1 · · ·xn = ax1x2 · · ·xr−1xxr+1 · · ·xn
+bx1x2 · · ·xr−1y · · ·xr+1 · · ·xn, where a, b ∈ F and x,y ∈ V .

ii. If any two of the x’s in the product x1x2 · · ·xn are interchanged, then
the product changes sign, which implies that the product is zero if two
or more of the x’s are equal.

1.2 Determinants

Let dimV = n and let e1, e2, . . . , en be a set of base vectors for V . Then,
if xi ∈ V , 1 ≤ i ≤ n, we can write

xi =
n∑

k=1

aikek, aik ∈ F. (1.2.1)
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It follows from (i) and (ii) that

x1x2 · · ·xn =
n∑

k1=1

· · ·
n∑

kn=1

a1k1a2k2 · · · ankn
ek1ek2 · · · ekn

. (1.2.2)

When two or more of the k’s are equal, ek1ek2 · · · ekn = 0. When the k’s are
distinct, the product ek1ek2 · · · ekn

can be transformed into ±e1e2 · · · en by
interchanging the dummy variables kr in a suitable manner. The sign of
each term is unique and is given by the formula

x1x2 · · ·xn =


(n! terms)∑

σna1k1a2k2 · · · ankn


 e1e2 · · · en, (1.2.3)

where

σn = sgn
{

1 2 3 4 · · · (n− 1) n
k1 k2 k3 k4 · · · kn−1 kn

}
(1.2.4)

and where the sum extends over all n! permutations of the numbers kr,
1 ≤ r ≤ n. Notes on permutation symbols and their signs are given in
Appendix A.2.
The coefficient of e1e2 · · · en in (1.2.3) contains all n2 elements aij ,

1 ≤ i, j ≤ n, which can be displayed in a square array. The coefficient
is called a determinant of order n.

Definition.

An =

∣∣∣∣∣∣∣
a11 a12 · · · a1n
a21 a22 · · · a2n
. . . . . . . . . . . . . . . . . . .
an1 an2 · · · ann

∣∣∣∣∣∣∣
n

=
(n! terms)∑

σna1k1a2k2 · · · ankn
. (1.2.5)

The array can be abbreviated to |aij |n. The corresponding matrix is
denoted by [aij ]n. Equation (1.2.3) now becomes

x1x2 · · ·xn = |aij |ne1e2 · · · en. (1.2.6)

Exercise. If
(

1 2 · · · n
j1 j2 · · · jn

)
is a fixed permutation, show that

An = |aij |n =
n! terms∑
k1,...,kn

sgn
(
j1 j2 · · · jn
k1 k2 · · · kn

)
aj1k1aj2k2 · · · ajnkn

=
n! terms∑
k1,...,kn

sgn
(
j1 j2 · · · jn
k1 k2 · · · kn

)
ak1j1ak2j2 · · · aknjn .
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1.3 First Minors and Cofactors

Referring to (1.2.1), put

yi = xi − aijej
= (ai1e1 + · · · + ai,j−1ej−1) + (ai,j+1ej+1 + · · · + ainen) (1.3.1)

=
n−1∑
k=1

a′
ike

′
k, (1.3.2)

where

e′
k = ek 1 ≤ k ≤ j − 1
= ek+1, j ≤ k ≤ n− 1 (1.3.3)

a′
ik = aik 1 ≤ k ≤ j − 1

= ai,k+1, j ≤ k ≤ n− 1. (1.3.4)

Note that each a′
ik is a function of j.

It follows from Identity (ii) that

y1y2 · · ·yn = 0 (1.3.5)

since each yr is a linear combination of (n− 1) vectors ek so that each of
the (n− 1)n terms in the expansion of the product on the left contains at
least two identical e’s. Referring to (1.3.1) and Identities (i) and (ii),

x1 · · ·xi−1ejxi+1 · · ·xn
= (y1 + a1jej)(y2 + a2jej) · · · (yi−1 + ai−1,jej)
ej(yi+1 + ai+1,jej) · · · (yn + anjej)

= y1 · · ·yi−1ejyi+1 · · ·yn (1.3.6)
= (−1)n−i(y1 · · ·yi−1yi+1 · · ·yn)ej . (1.3.7)

From (1.3.2) it follows that

y1 · · ·yi−1yi+1 · · ·yn =Mij(e′
1e

′
2 · · · e′

n−1), (1.3.8)

where

Mij =
∑

σn−1a
′
1k1
a′
2k2

· · · a′
i−1,ki−1

a′
i+1,ki+1

· · · a′
n−1,kn−1

(1.3.9)

and where the sum extends over the (n− 1)! permutations of the numbers
1, 2, . . . , (n− 1). Comparing Mij with An, it is seen that Mij is the deter-
minant of order (n − 1) which is obtained from An by deleting row i and
column j, that is, the row and column which contain the element aij . Mij

is therefore associated with aij and is known as a first minor of An.
Hence, referring to (1.3.3),

x1 · · ·xi−1ejxi+1 · · ·xn
= (−1)n−iMij(e′

1e
′
2 · · · e′

n−1)ej
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= (−1)n−iMij(e′
1 · · · e′

j−1)(e
′
j · · · e′

n−1)ej

= (−1)n−iMij(e1 · · · ej−1)(ej+1 · · · en)ej
= (−1)i+jMij(e1e2 · · · en). (1.3.10)

Now, ej can be regarded as a particular case of xi as defined in (1.2.1):

ej =
n∑

k=1

aikek,

where

aik = δjk.

Hence, replacing xi by ej in (1.2.3),

x1 · · ·xi−1ejxi+1 · · ·xn = Aij(e1e2 · · · en), (1.3.11)

where

Aij =
∑

σna1k1a2k2 · · · aiki
· · · ankn

,

where

aiki
= 0 ki �= j
= 1 ki = j.

Referring to the definition of a determinant in (1.2.4), it is seen that Aij is
the determinant obtained from |aij |n by replacing row i by the row

[0 . . . 0 1 0 . . . 0],

where the element 1 is in column j. Aij is known as the cofactor of the
element aij in An.
Comparing (1.3.10) and (1.3.11),

Aij = (−1)i+jMij . (1.3.12)

Minors and cofactors should be written M (n)
ij and A(n)

ij but the parameter
n can be omitted where there is no risk of confusion.
Returning to (1.2.1) and applying (1.3.11),

x1x2 · · ·xn = x1 · · ·xi−1

(
n∑

k=1

aikek

)
xi+1 · · ·xn

=
n∑

k=1

aik(x1 · · ·xi−1ekxi+1 · · ·xn)

=

[
n∑

k=1

aikAik

]
e1e2 · · · en. (1.3.13)



1.4 The Product of Two Determinants — 1 5

Comparing this result with (1.2.5),

|aij |n =
n∑

k=1

aikAik (1.3.14)

which is the expansion of |aij |n by elements from row i and their cofactors.
From (1.3.1) and noting (1.3.5),

x1x2 · · ·xn = (y1 + a1jej)(y2 + a2jej) · · · (yn + anjej)
= a1jejy2y3 · · ·yn + a2jy1ejy3 · · ·yn

+ · · · + anjy1y2 · · ·yn−1ej
= (a1jA1j + a2jA2j + · · · + anjAnj)e1e2 · · · en

=

[
n∑

k=1

akjAkj

]
e1e2 · · · en. (1.3.15)

Comparing this relation with (1.2.5),

|aij |n =
n∑

k=1

akjAkj (1.3.16)

which is the expansion of |aij |n by elements from column j and their
cofactors.

1.4 The Product of Two Determinants — 1

Put

xi =
n∑

k=1

aikyk,

yk =
n∑

j=1

bkjej .

Then,

x1x2 · · ·xn = |aij |ny1y2 · · ·yn,
y1y2 · · ·yn = |bij |ne1e2 · · · en.

Hence,

x1x2 · · ·xn = |aij |n|bij |ne1e2 · · · en. (1.4.1)

But,

xi =
n∑

k=1

aik

n∑
j=1

bkjej
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=
n∑

j=1

cijej ,

where

cij =
n∑

k=1

aikbkj . (1.4.2)

Hence,

x1x2 · · ·xn = |cij |ne1e2 · · · en. (1.4.3)

Comparing (1.4.1) and (1.4.3),

|aij |n|bij |n = |cij |n. (1.4.4)

Another proof of (1.4.4) is given in Section 3.3.5 by applying the Laplace
expansion in reverse.
The Laplace expansion formula is proved by both a Grassmann and a

classical method in Chapter 3 after the definitions of second and higher
rejector and retainor minors and cofactors.



2
A Summary of Basic Determinant
Theory

2.1 Introduction

This chapter consists entirely of a summary of basic determinant theory, a
prerequisite for the understanding of later chapters. It is assumed that the
reader is familiar with these relations, although not necessarily with the
notation used to describe them, and few proofs are given. If further proofs
are required, they can be found in numerous undergraduate textbooks.
Several of the relations, including Cramer’s formula and the formula for

the derivative of a determinant, are expressed in terms of column vec-
tors, a notation which is invaluable in the description of several analytical
processes.

2.2 Row and Column Vectors

Let row i (the ith row) and column j (the jth column) of the determinant
An = |aij |n be denoted by the boldface symbols Ri and Cj respectively:

Ri =
[
ai1 ai2 ai3 · · · ain

]
,

Cj =
[
a1j a2j a3j · · · anj

]T (2.2.1)

where T denotes the transpose. We may now write
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An =

∣∣∣∣∣∣∣∣∣∣

R1
R2
R3
...
Rn

∣∣∣∣∣∣∣∣∣∣
=
∣∣C1 C2 C3 · · ·Cn

∣∣. (2.2.2)

The column vector notation is clearly more economical in space and will
be used exclusively in this and later chapters. However, many properties
of particular determinants can be proved by performing a sequence of row
and column operations and in these applications, the symbols Ri and Cj

appear with equal frequency.
If every element in Cj is multiplied by the scalar k, the resulting vector

is denoted by kCj :

kCj =
[
ka1j ka2j ka3j · · · kanj

]T
.

If k = 0, this vector is said to be zero or null and is denoted by the boldface
symbol O.
If aij is a function of x, then the derivative of Cj with respect to x is

denoted by C′
j and is given by the formula

C′
j =

[
a′
1j a

′
2j a

′
3j · · · a′

nj

]T
.

2.3 Elementary Formulas

2.3.1 Basic Properties
The arbitrary determinant

A = |aij |n =
∣∣C1 C2 C3 · · ·Cn

∣∣,
where the suffix n has been omitted from An, has the properties listed
below. Any property stated for columns can be modified to apply to rows.

a. The value of a determinant is unaltered by transposing the elements
across the principal diagonal. In symbols,

|aji|n = |aij |n.
b. The value of a determinant is unaltered by transposing the elements

across the secondary diagonal. In symbols

|an+1−j,n+1−i|n = |aij |n.
c. If any two columns of A are interchanged and the resulting determinant

is denoted by B, then B = −A.
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Example.∣∣C1 C3 C4 C2
∣∣ = −∣∣C1 C2 C4 C3

∣∣ = ∣∣C1 C2 C3 C4
∣∣.

Applying this property repeatedly,

i. ∣∣Cm Cm+1 · · ·Cn C1 C2 · · ·Cm−1
∣∣ = (−1)(m−1)(n−1)A,

1 < m < n.

The columns in the determinant on the left are a cyclic permutation
of those in A.

ii.
∣∣Cn Cn−1 Cn−2 · · ·C2 C1

∣∣ = (−1)n(n−1)/2A.

d. Any determinant which contains two or more identical columns is zero.∣∣C1 · · ·Cj · · ·Cj · · ·Cn

∣∣ = 0.

e. If every element in any one column of A is multiplied by a scalar k and
the resulting determinant is denoted by B, then B = kA.

B =
∣∣C1 C2 · · · (kCj) · · ·Cn

∣∣ = kA.
Applying this property repeatedly,

|kaij |n =
∣∣(kC1) (kC2) (kC3) · · · (kCn)

∣∣
= kn|aij |n.

This formula contrasts with the corresponding matrix formula, namely

[kaij ]n = k[aij ]n.

Other formulas of a similar nature include the following:

i. |(−1)i+jaij |n = |aij |n,
ii. |iaij |n = |jaij |n = n!|aij |n,
iii. |xi+j−raij |n = xn(n+1−r)|aij |n.

f. Any determinant in which one column is a scalar multiple of another
column is zero. ∣∣C1 · · ·Cj · · · (kCj) · · ·Cn

∣∣ = 0.

g. If any one column of a determinant consists of a sum of m subcolumns,
then the determinant can be expressed as the sum of m determinants,
each of which contains one of the subcolumns.∣∣∣∣∣C1 · · ·

(
m∑
s=1

Cjs

)
· · ·Cn

∣∣∣∣∣ =
m∑
s=1

∣∣C1 · · ·Cjs · · ·Cn

∣∣.
Applying this property repeatedly,∣∣∣∣∣

(
m∑
s=1

C1s

)
· · ·
(

m∑
s=1

Cjs

)
· · ·
(

m∑
s=1

Cns

)∣∣∣∣∣
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=
m∑

k1=1

m∑
k2=1

· · ·
m∑

kn=1

∣∣C1k1 · · ·Cjkj · · ·Cnkn

∣∣
n
.

The function on the right is the sum of mn determinants. This identity
can be expressed in the form∣∣∣∣∣

m∑
k=1

a
(k)
ij

∣∣∣∣∣
n

=
m∑

k1,k2,...,kn=1

∣∣a(kj)
ij

∣∣
n
.

h. Column Operations. The value of a determinant is unaltered by adding
to any one column a linear combination of all the other columns. Thus,
if

C′
j = Cj +

n∑
r=1

kr Cr kj = 0,

=
n∑

r=1

kr Cr, kj = 1,

then ∣∣C1 C2 · · ·C′
j · · ·Cn

∣∣ = ∣∣C1 C2 · · ·Cj · · ·Cn

∣∣.
C′

j should be regarded as a new column j and will not be confused
with the derivative of Cj . The process of replacing Cj by C′

j is called a
column operation and is extensively applied to transform and evaluate
determinants. Row and column operations are of particular importance
in reducing the order of a determinant.

Exercise. If the determinant An = |aij |n is rotated through 90◦ in the
clockwise direction so that a11 is displaced to the position (1, n), a1n is dis-
placed to the position (n, n), etc., and the resulting determinant is denoted
by Bn = |bij |n, prove that

bij = aj,n−i

Bn = (−1)n(n−1)/2An.

2.3.2 Matrix-Type Products Related to Row and Column
Operations

The row operations

R′
i =

3∑
j=i

uijRj , uii = 1, 1 ≤ i ≤ 3; uij = 0, i > j, (2.3.1)
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namely

R′
1 = R1 + u12R2 + u13R3

R′
2 = R2 + u23R3

R′
3 = R3,

can be expressed in the form
R′

1
R′

2
R′

3


 =


 1 u12 u13

1 u23
1




R1
R2
R3


 .

Denote the upper triangular matrix by U3. These operations, when per-
formed in the given order on an arbitrary determinant A3 = |aij |3, have
the same effect as premultiplication of A3 by the unit determinant U3. In
each case, the result is

A3 =

∣∣∣∣∣∣∣
a11 + u12a21 + u13a31 a12 + u12a22 + u13a32 a13 + u12a23 + u13a33

a21 + u23a31 a22 + u23a32 a23 + u23a33

a31 a32 a33

∣∣∣∣∣∣∣ .
(2.3.2)

Similarly, the column operations

C′
i =

3∑
j=i

uijCj , uii = 1, 1 ≤ i ≤ 3; uij = 0, i > j, (2.3.3)

when performed in the given order on A3, have the same effect as
postmultiplication of A3 by UT

3 . In each case, the result is

A3 =

∣∣∣∣∣∣∣
a11 + u12a12 + u13a13 a12 + u23a13 a13

a21 + u12a22 + u13a23 a22 + u23a23 a23

a31 + u12a32 + u13a33 a32 + u23a33 a33

∣∣∣∣∣∣∣ . (2.3.4)

The row operations

R′
i =

i∑
j=1

vijRj , vii = 1, 1 ≤ i ≤ 3; vij = 0, i < j, (2.3.5)

can be expressed in the form
R′

1
R′

2
R′

3


 =


 1
v21 1
v31 v32 1




R1
R2
R3


 .

Denote the lower triangular matrix by V3. These operations, when per-
formed in reverse order on A3, have the same effect as premultiplication of
A3 by the unit determinant V3.
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Similarly, the column operations

C′
i =

i∑
j=1

vijCj , vii = 1, 1 ≤ i ≤ 3, vij = 0, i > j, (2.3.6)

when performed on A3 in reverse order, have the same effect as
postmultiplication of A3 by V T

3 .

2.3.3 First Minors and Cofactors; Row and Column
Expansions

To each element aij in the determinant A = |aij |n, there is associated a
subdeterminant of order (n− 1) which is obtained from A by deleting row
i and column j. This subdeterminant is known as a first minor of A and
is denoted by Mij . The first cofactor Aij is then defined as a signed first
minor:

Aij = (−1)i+jMij . (2.3.7)

It is customary to omit the adjective first and to refer simply to minors and
cofactors and it is convenient to regard Mij and Aij as quantities which
belong to aij in order to give meaning to the phrase “an element and its
cofactor.”
The expansion of A by elements from row i and their cofactors is

A =
n∑

j=1

aijAij , 1 ≤ i ≤ n. (2.3.8)

The expansion of A by elements from column j and their cofactors is
obtained by summing over i instead of j:

A =
n∑

i=1

aijAij , 1 ≤ j ≤ n. (2.3.9)

Since Aij belongs to but is independent of aij , an alternative definition of
Aij is

Aij =
∂A

∂aij
. (2.3.10)

Partial derivatives of this type are applied in Section 4.5.2 on symmetric
Toeplitz determinants.

2.3.4 Alien Cofactors; The Sum Formula
The theorem on alien cofactors states that

n∑
j=1

aijAkj = 0, 1 ≤ i ≤ n, 1 ≤ k ≤ n, k �= i. (2.3.11)
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The elements come from row i of A, but the cofactors belong to the elements
in row k and are said to be alien to the elements. The identity is merely
an expansion by elements from row k of the determinant in which row k =
row i and which is therefore zero.
The identity can be combined with the expansion formula for A with the

aid of the Kronecker delta function δik (Appendix A.1) to form a single
identity which may be called the sum formula for elements and cofactors:

n∑
j=1

aijAkj = δikA, 1 ≤ i ≤ n, 1 ≤ k ≤ n. (2.3.12)

It follows that
n∑

j=1

AijCj = [0 . . . 0 A 0 . . . 0]T , 1 ≤ i ≤ n,

where the element A is in row i of the column vector and all the other
elements are zero. If A = 0, then

n∑
j=1

AijCj = 0, 1 ≤ i ≤ n, (2.3.13)

that is, the columns are linearly dependent. Conversely, if the columns are
linearly dependent, then A = 0.

2.3.5 Cramer’s Formula
The set of equations

n∑
j=1

aijxj = bi, 1 ≤ i ≤ n,

can be expressed in column vector notation as follows:
n∑

j=1

Cjxj = B,

where

B =
[
b1 b2 b3 · · · bn

]T
.

If A = |aij |n �= 0, then the unique solution of the equations can also be
expressed in column vector notation. Let

A =
∣∣C1 C2 · · ·Cj · · ·Cn

∣∣.
Then

xj =
1
A

∣∣C1 C2 · · ·Cj−1 B Cj+1 · · ·Cn

∣∣
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=
1
A

n∑
i=1

biAij . (2.3.14)

The solution of the triangular set of equations
i∑

j=1

aijxj = bi, i = 1, 2, 3, . . .

(the upper limit in the sum is i, not n as in the previous set) is given by
the formula

xi =
(−1)i+1

a11a22 · · · aii

∣∣∣∣∣∣∣∣∣∣∣

b1 a11
b2 a21 a22
b3 a31 a32 a33
· · · · · · · · · · · · · · · · · ·
bi−1 ai−1,1 ai−1,2 ai−1,3 · · · ai−1,i−1
bi ai1 ai2 ai3 · · · ai,i−1

∣∣∣∣∣∣∣∣∣∣∣
i

.

(2.3.15)
The determinant is a Hessenbergian (Section 4.6).
Cramer’s formula is of great theoretical interest and importance in solv-

ing sets of equations with algebraic coefficients but is unsuitable for reasons
of economy for the solution of large sets of equations with numerical coeffi-
cients. It demands far more computation than the unavoidable minimum.
Some matrix methods are far more efficient. Analytical applications of
Cramer’s formula appear in Section 5.1.2 on the generalized geometric se-
ries, Section 5.5.1 on a continued fraction, and Section 5.7.2 on the Hirota
operator.

Exercise. If

f
(n)
i =

n∑
j=1

aijxj + ain, 1 ≤ i ≤ n,

and

f
(n)
i = 0, 1 ≤ i ≤ n, i �= r,

prove that

f (n)
r =

Anxr

A
(n)
rn

, 1 ≤ r < n,

f (n)
n =

An(xn + 1)
An−1

,

where

An = |aij |n,
provided

A(n)
rn �= 0, 1 ≤ i ≤ n.
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2.3.6 The Cofactors of a Zero Determinant
If A = 0, then

Ap1q1Ap2q2 = Ap2q1Ap1q2 , (2.3.16)

that is, ∣∣∣∣Ap1q1 Ap1q2

Ap2q1 Ap2q2

∣∣∣∣ = 0, 1 ≤ p1, p2, q1, q2 ≤ n.

It follows that ∣∣∣∣∣∣
Ap1q1 Ap1q2 Ap1q3

Ap2q1 Ap2q2 Ap2q3

Ap3q1 Ap3q2 Ap3q2

∣∣∣∣∣∣ = 0

since the second-order cofactors of the elements in the last (or any) row are
all zero. Continuing in this way,∣∣∣∣∣∣∣

Ap1q1 Ap1q2 · · · Ap1qr

Ap2q1 Ap2q2 · · · Ap2qr

· · · · · · · · · · · ·
Aprq1 Aprq2 · · · Aprqr

∣∣∣∣∣∣∣
r

= 0, 2 ≤ r ≤ n. (2.3.17)

This identity is applied in Section 3.6.1 on the Jacobi identity.

2.3.7 The Derivative of a Determinant
If the elements of A are functions of x, then the derivative of A with respect
to x is equal to the sum of the n determinants obtained by differentiating
the columns of A one at a time:

A′ =
n∑

j=1

∣∣C1 C2 · · ·C′
j · · ·Cn

∣∣
=

n∑
i=1

n∑
j=1

a′
ijAij . (2.3.18)



3
Intermediate Determinant Theory

3.1 Cyclic Dislocations and Generalizations

Define column vectors Cj and C∗
j as follows:

Cj =
[
a1j a2j a3j · · · anj

]T
C∗

j =
[
a∗
1j a

∗
2j a

∗
3j · · · a∗

nj

]T
where

a∗
ij =

n∑
r=1

(1 − δir)λirarj ,

that is, the element a∗
ij in C∗

j is a linear combination of all the elements
in Cj except aij , the coefficients λir being independent of j but otherwise
arbitrary.

Theorem 3.1.
n∑

j=1

∣∣C1 C2 · · ·C∗
j · · ·Cn

∣∣ = 0.

Proof. ∣∣C1 C2 · · ·C∗
j · · ·Cn

∣∣ = n∑
i=1

a∗
ijAij

=
n∑

i=1

Aij

n∑
r=1

(1 − δir)λirarj .
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Hence
n∑

j=1

∣∣C1 C2 · · ·C∗
j · · · Cn

∣∣ = n∑
i=1

n∑
r=1

(1 − δir)λir
n∑

j=1

arjAij

= An

n∑
i=1

n∑
r=1

(1 − δir)λirδir

= 0

which completes the proof. �

If

λ1n = 1,

λir =
{
1, r = i− 1, i > 1
0, otherwise.

that is,

[λir]n =




0 1
1 0 0

1 0 0
1 0 0
. . . . . . . . .

1 0



n

,

then C∗
j is the column vector obtained from Cj by dislocating or displacing

the elements one place downward in a cyclic manner, the last element in
Cj appearing as the first element in C∗

j , that is,

C∗
j =

[
anj a1j a2j · · · an−1,j

]T
.

In this particular case, Theorem 3.1 can be expressed in words as follows:

Theorem 3.1a. Given an arbitrary determinant An, form n other deter-
minants by dislocating the elements in the jth column one place downward
in a cyclic manner, 1 ≤ j ≤ n. Then, the sum of the n determinants so
formed is zero.

If

λir =
{
i− 1, r = i− 1, i > 1
0, otherwise,

then

a∗
ij = (i− 1)ai−1,j ,

C∗
j =

[
0 a1j 2a2j 3a3j · · · (n− 1)an−1,j

]T
.

This particular case is applied in Section 4.9.2 on the derivatives of a
Turanian with Appell elements and another particular case is applied in
Section 5.1.3 on expressing orthogonal polynomials as determinants.



18 3. Intermediate Determinant Theory

Exercises
1. Let δr denote an operator which, when applied to Cj , has the effect

of dislocating the elements r positions downward in a cyclic manner
so that the lowest set of r elements are expelled from the bottom and
reappear at the top without change of order.

δrCj =
[
an−r+1,j an−r+2,j · · · anj a1j a2j · · · an−r,j

]T
,

1 ≤ r ≤ n− 1,
δ0Cj = δnCj = Cj .

Prove that
n∑

j=1

∣∣C1 · · · δrCj · · ·Cn

∣∣ = { 0, 1 ≤ r ≤ n− 1
nA, r = 0, n.

2. Prove that
n∑

r=1

∣∣C1 · · · δrCj · · ·Cn

∣∣ = sjSj ,
where

sj =
n∑

i=1

aij ,

Sj =
n∑

i=1

Aij .

Hence, prove that an arbitrary determinant An = |aij |n can be
expressed in the form

An =
1
n

n∑
j=1

sjSj . (Trahan)

3.2 Second and Higher Minors and Cofactors

3.2.1 Rejecter and Retainer Minors
It is required to generalize the concept of first minors as defined in
Chapter 1.
Let An = |aij |n, and let {is} and {js}, 1 ≤ s ≤ r ≤ n, denote two

independent sets of r distinct numbers, 1 ≤ is and js ≤ n. Now let
M

(n)
i1i2...ir;j1j2...jr

denote the subdeterminant of order (n − r) which is ob-
tained from An by rejecting rows i1, i2, . . . , ir and columns j1, j2, . . . , jr.
M

(n)
i1i2...ir;j1j2...jr

is known as an rth minor of An. It may conveniently be
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called a rejecter minor. The numbers is and js are known respectively as
row and column parameters.
Now, let Ni1i2...ir;j1j2...jr

denote the subdeterminant of order r which is
obtained from An by retaining rows i1, i2, . . . , ir and columns j1, j2, . . . , jr
and rejecting the other rows and columns. Ni1i2...ir;j1j2...jr may conve-
niently be called a retainer minor.

Examples.

M
(5)
13,25 =

∣∣∣∣∣∣
a21 a23 a24
a41 a43 a44
a51 a53 a54

∣∣∣∣∣∣ = N245,134,

M
(5)
245,134 =

∣∣∣∣ a12 a15
a32 a35

∣∣∣∣ = N13,25.

The minors M (n)
i1i2...ir;j1j2...jr

and Ni1i2...ir;j1j2...jr are said to be mutually
complementary in An, that is, each is the complement of the other in An.
This relationship can be expressed in the form

M
(n)
i1i2...ir;j1j2...jr

= comp Ni1i2...ir;j1j2...jr
,

Ni1i2...ir;j1j2...jr
= compM (n)

i1i2...ir;j1j2...jr
. (3.2.1)

The order and structure of rejecter minors depends on the value of n but
the order and structure of retainer minors are independent of n provided
only that n is sufficiently large. For this reason, the parameter n has been
omitted from N .

Examples.

Nip =
∣∣aip∣∣1 = aip, n ≥ 1,

Nij,pq =
∣∣∣∣ aip aiq
ajp ajq

∣∣∣∣ , n ≥ 2,

Nijk,pqr =

∣∣∣∣∣∣
aip aiq air
ajp ajq ajr
akp akq akr

∣∣∣∣∣∣ , n ≥ 3.

Both rejecter and retainer minors arise in the construction of the Laplace
expansion of a determinant (Section 3.3).

Exercise. Prove that∣∣∣∣Nij,pq Nij,pr

Nik,pq Nik,pr

∣∣∣∣ = NipNijk,pqr.

3.2.2 Second and Higher Cofactors

The first cofactor A(n)
ij is defined in Chapter 1 and appears in Chapter 2.

It is now required to generalize that concept.
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In the definition of rejecter and retainer minors, no restriction is made
concerning the relative magnitudes of either the row parameters is or the
column parameters js. Now, let each set of parameters be arranged in
ascending order of magnitude, that is,

is < is+1, js < js+1, 1 ≤ s ≤ r − 1.

Then, the rth cofactor of An, denoted by A(n)
i1i2...ir;j1j2...jr

is defined as a
signed rth rejecter minor:

A
(n)
i1i2...ir;j1j2...jr

= (−1)kM (n)
i1i2...ir;j1j2...jr

, (3.2.2)

where k is the sum of the parameters:

k =
r∑

s=1

(is + js).

However, the concept of a cofactor is more general than that of a signed
minor. The definition can be extended to zero values and to all positive and
negative integer values of the parameters by adopting two conventions:

i. The cofactor changes sign when any two row parameters or any two
column parameters are interchanged. It follows without further assump-
tions that the cofactor is zero when either the row parameters or the
column parameters are not distinct.

ii. The cofactor is zero when any row or column parameter is less than 1
or greater than n.

Illustration.

A
(4)
12,23 = −A(4)

21,23 = −A(4)
12,32 = A(4)

21,32 =M (4)
12,23 = N34,14,

A
(6)
135,235 = −A(6)

135,253 = A(6)
135,523 = A(6)

315,253 = −M (6)
135,235 = −N246,146,

A
(n)
i2i1i3;j1j2j3 = −A(n)

i1i2i3;j1j2j3 = A(n)
i1i2i3;j1j3j2 ,

A
(n)
i1i2i3;j1j2(n−p) = 0 if p < 0

or p ≥ n
or p = n− j1
or p = n− j2.

3.2.3 The Expansion of Cofactors in Terms of Higher
Cofactors

Since the first cofactor A(n)
ip is itself a determinant of order (n− 1), it can

be expanded by the (n−1) elements from any row or column and their first
cofactors. But, first, cofactors of A(n)

ip are second cofactors of An. Hence, it
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is possible to expand A(n)
ip by elements from any row or column and second

cofactors A(n)
ij,pq. The formula for row expansions is

A
(n)
ip =

n∑
q=1

ajqA
(n)
ij,pq, 1 ≤ j ≤ n, j �= i. (3.2.3)

The term in which q = p is zero by the first convention for cofactors. Hence,
the sum contains (n− 1) nonzero terms, as expected. The (n− 1) values of
j for which the expansion is valid correspond to the (n− 1) possible ways
of expanding a subdeterminant of order (n− 1) by elements from one row
and their cofactors.
Omitting the parameter n and referring to (2.3.10), it follows that if i < j

and p < q, then

Aij,pq =
∂Aip

∂ajq

=
∂2A

∂aip∂ajq
(3.2.4)

which can be regarded as an alternative definition of the second cofactor
Aij,pq.
Similarly,

A
(n)
ij,pq =

n∑
r=1

akrA
(n)
ijk,pqr, 1 ≤ k ≤ n, k �= i or j. (3.2.5)

Omitting the parameter n, it follows that if i < j < k and p < q < r, then

Aijk,pqr =
∂Aij,pq

∂akr

=
∂3A

∂aip∂ajq∂akr
(3.2.6)

which can be regarded as an alternative definition of the third cofactor
Aijk,pqr.
Higher cofactors can be defined in a similar manner. Partial derivatives of

this type appear in Section 3.3.2 on the Laplace expansion, in Section 3.6.2
on the Jacobi identity, and in Section 5.4.1 on the Matsuno determinant.
The expansion of an rth cofactor, a subdeterminant of order (n− r), can

be expressed in the form

A
(n)
i1i2...ir;j1j2...jr

=
n∑

q=1

apqA
(n)
i1i2...irp;j1j2...jrq

, (3.2.7)

1 ≤ p ≤ n, p �= is, 1 ≤ s ≤ r.
The r terms in which q = js, 1 ≤ s ≤ r, are zero by the first convention
for cofactors. Hence, the sum contains (n− r) nonzero terms, as expected.
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The (n− r) values of p for which the expansion is valid correspond to the
(n − r) possible ways of expanding a subdeterminant of order (n − r) by
elements from one row and their cofactors.
If one of the column parameters of an rth cofactor of An+1 is (n + 1),

the cofactor does not contain the element an+1,n+1. If none of the row
parameters is (n+ 1), then the rth cofactor can be expanded by elements
from its last row and their first cofactors. But first cofactors of an rth
cofactor of An+1 are (r + 1)th cofactors of An+1 which, in this case, are
rth cofactors of An. Hence, in this case, an rth cofactor of An+1 can be
expanded in terms of the first n elements in the last row and rth cofactors
of An. This expansion is

A
(n+1)
i1i2...ir;j1j2...jr−1(n+1) = −

n∑
q=1

an+1,qA
(n)
i1i2...ir;j1j2...jr−1q

. (3.2.8)

The corresponding column expansion is

A
(n+1)
i1i2...ir−1(n+1);j1j2...jr

= −
n∑

p=1

ap,n+1A
(n)
i1i2...ir−1p;j1j2...jr

. (3.2.9)

Exercise. Prove that

∂2A

∂aip∂ajq
= − ∂2A

∂aiq∂ajp
,

∂3A

∂aip∂ajq∂akr
=

∂3A

∂akp∂aiq∂ajr
=

∂3A

∂ajp∂akq∂air

without restrictions on the relative magnitudes of the parameters.

3.2.4 Alien Second and Higher Cofactors; Sum Formulas
The (n − 2) elements ahq, 1 ≤ q ≤ n, q �= h or p, appear in the second
cofactor A(n)

ij,pq if h �= i or j. Hence,

n∑
q=1

ahqA
(n)
ij,pq = 0, h �= i or j,

since the sum represents a determinant of order (n− 1) with two identical
rows. This formula is a generalization of the theorem on alien cofactors
given in Chapter 2. The value of the sum of 1 ≤ h ≤ n is given by the sum
formula for elements and cofactors, namely

n∑
q=1

ahqA
(n)
ij,pq =



A

(n)
ip , h = j �= i

−A(n)
jp , h = i �= j

0, otherwise

(3.2.10)
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which can be abbreviated with the aid of the Kronecker delta function
[Appendix A]:

n∑
q=1

ahqA
(n)
ij,pq = A(n)

ip δhj −A(n)
jp δhi.

Similarly,
n∑

r=1

ahrA
(n)
ijk,pqr = A(n)

ij,pqδhk +A
(n)
jk,pqδhi +A

(n)
ki,pqδhj ,

n∑
s=1

ahsA
(n)
ijkm,pqrs = A

(n)
ijk,pqrδhm −A(n)

jkm,pqrδhi

+ A(n)
kmi,pqrδhj −A(n)

mij,pqrδhk (3.2.11)

etc.

Exercise. Show that these expressions can be expressed as sums as follows:
n∑

q=1

ahqA
(n)
ij,pq =

∑
u,v

sgn
{
u v
i j

}
A(n)

up δhv,

n∑
r=1

ahrA
(n)
ijk,pqr =

∑
u,v,w

sgn
{
u v w
i j k

}
A(n)

uv,pqδhw,

n∑
s=1

ahsA
(n)
ijkm,pqrs =

∑
u,v,w,x

sgn
{
u v w x
i j k m

}
A(n)

uvw,pqrδhx,

etc., where, in each case, the sums are carried out over all possible cyclic
permutations of the lower parameters in the permutation symbols. A brief
note on cyclic permutations is given in Appendix A.2.

3.2.5 Scaled Cofactors

Cofactors A(n)
ip , A(n)

ij,pq, A
(n)
ijk,pqr, etc., with both row and column parameters

written as subscripts have been defined in Section 3.2.2. They may conve-
niently be called simple cofactors. Scaled cofactors Aip

n , Aij,pq
n , Aijk,pqr

n ,
etc., with row and column parameters written as superscripts are defined
as follows:

Aip
n =

A
(n)
ip

An
,

Aij,pq
n =

A
(n)
ij,pq

An
,

Aijk,pqr
n =

A
(n)
ijk,pqr

An
, (3.2.12)
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etc. In simple algebraic relations such as Cramer’s formula, the advantage
of using scaled rather than simple cofactors is usually negligible. The Jacobi
identity (Section 3.6) can be expressed in terms of unscaled or scaled cofac-
tors, but the scaled form is simpler. In differential relations, the advantage
can be considerable. For example, the sum formula

n∑
j=1

aijA
(n)
kj = Anδki

when differentiated gives rise to three terms:
n∑

j=1

[
a′
ijA

(n)
kj + aij(A

(n)
kj )′

]
= A′

nδki.

When the cofactor is scaled, the sum formula becomes
n∑

j=1

aijA
kj
n = δki (3.2.13)

which is only slightly simpler than the original, but when it is differentiated,
it gives rise to only two terms:

n∑
j=1

[
a′
ijA

kj
n + aij(Akj

n )′
]
= 0. (3.2.14)

The advantage of using scaled rather than unscaled or simple cofactors will
be fully appreciated in the solution of differential equations (Chapter 6).
Referring to the partial derivative formulas in (2.3.10) and Section 3.2.3,

∂Aip

∂ajq
=

∂

∂ajq

(
Aip

A

)

=
1
A2

[
A
∂Aip

∂ajq
−Aip

∂A

∂ajq

]

=
1
A2

[
AAij,pq −AipAjq

]
= Aij,pq −AipAjq. (3.2.15)

Hence, (
Ajq +

∂

∂ajq

)
Aip = Aij,pq. (3.2.16)

Similarly, (
Akr +

∂

∂akr

)
Aij,pq = Aijk,pqr. (3.2.17)

The expressions in brackets can be regarded as operators which, when
applied to a scaled cofactor, yield another scaled cofactor. Formula (3.2.15)
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is applied in Section 3.6.2 on the Jacobi identity. Formulas (3.2.16) and
(3.2.17) are applied in Section 5.4.1 on the Matsuno determinant.

3.3 The Laplace Expansion

3.3.1 A Grassmann Proof
The following analysis applies Grassmann algebra and is similar in nature
to that applied in the definition of a determinant.
Let is and js, 1 ≤ s ≤ r, r ≤ n, denote r integers such that

1 ≤ i1 < i2 < · · · < ir ≤ n,
1 ≤ j1 < j2 < · · · < jr ≤ n

and let

xi =
n∑

k=1

aijek, 1 ≤ i ≤ n,

yi =
r∑

t=1

aijt
ejt
, 1 ≤ i ≤ n,

zi = xi − yi.
Then, any vector product is which the number of y’s is greater than r or
the number of z’s is greater than (n− r) is zero.
Hence,

x1 · · ·xn = (y1 + z1)(y2 + z2) · · · (yn + zn)

=
∑
i1...ir

z1 · · ·yi1 · · ·yi2 · · ·yir · · · zn, (3.3.1)

where the vector product on the right is obtained from (z1 · · · zn) by replac-
ing zis by yis , 1 ≤ s ≤ r, and the sum extends over all

(
n
r

)
combinations of

the numbers 1, 2, . . . , n taken r at a time. The y’s in the vector product can
be separated from the z’s by making a suitable sequence of interchanges
and applying Identity (ii). The result is

z1 · · ·yi1 · · ·yi2 · · ·yir · · · zn = (−1)p
(
yi1 · · ·yir

)(
z1

∗· · · zn
)
, (3.3.2)

where

p =
n∑

s=1

is − 1
2r(r + 1) (3.3.3)

and the symbol ∗ denotes that those vectors with suffixes i1, i2, . . . , ir are
omitted.
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Recalling the definitions of rejecter minors M , retainer minors N , and
cofactors A, each with row and column parameters, it is found that

yi1 · · ·yir = Ni1...ir;j1...jr

(
ej1 · · · ejr

)
,

z1
∗· · · zn =Mi1...ir;j1...jr

(
e1

∗· · · en
)
,

where, in this case, the symbol ∗ denotes that those vectors with suffixes
j1, j2, . . . , jr are omitted. Hence,

x1 · · ·xn
=
∑
i1...ir

(−1)pNi1i2...ir;j1j2...jr
Mi1i2...,ir;j1j2...jr

(
ej1 · · · ejr

)(
e1

∗· · · en
)
.

By applying in reverse order the sequence of interchanges used to obtain
(3.3.2), it is found that(

ej1 · · · ejr

)(
e1

∗· · · en
)
= (−1)q(e1 · · · en),

where

q =
n∑

s=1

js − 1
2r(r + 1).

Hence,

x1 · · ·xn =

[ ∑
i1...ir

(−1)p+qNi1i2...ir;j1j2...jr
Mi1i2...ir;j1j2...jr

]
e1 · · · en

=

[ ∑
i1...ir

Ni1i2...ir;j1j2...jr
Ai1i2...ir;j1j2...jr

]
e1 · · · en.

Comparing this formula with (1.2.5) in the section on the definition of a
determinant, it is seen that

An = |aij |n =
∑
i1...ir

Ni1i2...ir;j1j2...jr
Ai1i2...ir;j1j2...jr

, (3.3.4)

which is the general form of the Laplace expansion of An in which the sum
extends over the row parameters. By a similar argument, it can be shown
that An is also equal to the same expression in which the sum extends over
the column parameters.
When r = 1, the Laplace expansion degenerates into a simple expansion

by elements from column j or row i and their first cofactors:

An =
∑
i or j

NijAij ,

=
∑
i or j

aijAij .
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When r = 2,

An =
∑

Nir,jsAir,js, summed over i, r or j, s,

=
∑∣∣∣∣ aij ais

arj ars

∣∣∣∣Air,js.

3.3.2 A Classical Proof
The following proof of the Laplace expansion formula given in (3.3.4) is
independent of Grassmann algebra.
Let

A = |aij |n.
Then referring to the partial derivative formulas in Section 3.2.3,

Ai1j1 =
∂A

∂ai1j1
(3.3.5)

Ai1i2;j1j2 =
∂Ai1j1

∂ai2j2
, i1 < i2 and j1 < j2,

=
∂2A

∂ai1j1∂ai2j2
. (3.3.6)

Continuing in this way,

Ai1i2...ir;j1j2...jr
=

∂rA

∂ai1j1∂ai2j2 · · · ∂airjr

, (3.3.7)

provided that i1 < i2 < · · · < ir and j1 < j2 < · · · < jr.
Expanding A by elements from column j1 and their cofactors and

referring to (3.3.5),

A =
n∑

i1=1

ai1j1Ai1j1

=
n∑

i1=1

ai1j1
∂A

∂ai1j1

=
n∑

i2=1

ai2j2
∂A

∂ai2j2
(3.3.8)

∂A

∂ai1j1
=

n∑
i2=1

ai2j2
∂2A

∂ai1j1∂ai2j2

=
n∑

i2=1

ai2j2Ai1i2;j1j2 , i1 < i2 and j1 < j2. (3.3.9)
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Substituting the first line of (3.3.9 and the second line of (3.3.8),

A =
n∑

i1=1

n∑
i2=1

ai1j1ai2j2
∂2A

∂ai1j1∂ai2j2

=
n∑

i1=1

n∑
i2=1

ai1j1ai2j2Ai1i2;j1j2 , i1 < i2 and j1 < j2. (3.3.10)

Continuing in this way and applying (3.3.7) in reverse,

A =
n∑

i1=1

n∑
i2=1

· · ·
n∑

ir=1

ai1j1ai2j2 · · · airjr

∂rA

∂ai1j1∂ai2j2 · · · ∂airjr

=
n∑

i1=1

n∑
i2=1

· · ·
n∑

ir=1

ai1j1ai2j2 · · · airjrAi1i2...ir;j1j2...jr
, (3.3.11)

subject to the inequalities associated with (3.3.7) which require that the is
and js shall be in ascending order of magnitude.

In this multiple sum, those rth cofactors in which the dummy variables
are not distinct are zero so that the corresponding terms in the sum are
zero. The remaining terms can be divided into a number of groups according
to the relative magnitudes of the dummies. Since r distinct dummies can
be arranged in a linear sequence in r! ways, the number of groups is r!.
Hence,

A =
(r! terms)∑

Gk1k2...,kr ,

where

Gk1k2...kr
=

∑
i≤ik1<ik2<···<ikr ≤n

aik1 jk1
aik2 jk2

· · · aikr jkr
Aik1 ik2 ···ikr ;jk1 jk2 ...jkr

. (3.3.12)

In one of these r! terms, the dummies i1, i2, . . . , ir are in ascending order
of magnitude, that is, is < is+1, 1 ≤ s ≤ r − 1. However, the dummies
in the other (r! − 1) terms can be interchanged in such a way that the
inequalities are valid for those terms too. Hence, applying those properties
of rth cofactors which concern changes in sign,

A =
∑

1≤i1<i2<···<ir≤n

[∑
σrai1j1ai2j2 · · · airjr

]
Ai1i2...ir;j1j2...jr

,

where

σr = sgn
{

1 2 3 · · · r
i1 i2 i3 · · · ir

}
. (3.3.13)

(Appendix A.2). But,∑
σrai1j1ai2j2 · · · airjr

= Ni1i2...ir;j1j2...jr
.
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The expansion formula (3.3.4) follows.

Illustrations
1. When r = 2, the Laplace expansion formula can be proved as follows:

Changing the notation in the second line of (3.3.10),

A =
n∑

p=1

n∑
q=1

aipajqAij;pq, i < j.

This double sum contains n2 terms, but the n terms in which q = p are
zero by the definition of a second cofactor. Hence,

A =
∑
p<q

aipajqAij,pq +
∑
q<p

aipajqAij;pq.

In the second double sum, interchange the dummies p and q and refer
once again to the definition of a second cofactor:

A =
∑
p<q

∣∣∣∣ aip aiq
ajp ajq

∣∣∣∣Aij;pq

=
∑
p<q

Nij;pqAij;pq, i < j,

which proves the Laplace expansion formula from rows i and j. When
(n, i, j) = (4, 1, 2), this formula becomes

A = N12,12A12,12 + N12,13A12,13 + N12,14A12,14

+ N12,23A12,23 + N12,24A12,24

+ N12,34A12,34.

2. When r = 3, begin with the formula

A =
n∑

p=1

n∑
q=1

n∑
r=1

aipajqakrAijk,pqr, i < j < k,

which is obtained from the second line of (3.3.11) with a change in
notation. The triple sum contains n3 terms, but those in which p, q,
and r are not distinct are zero. Those which remain can be divided into
3! = 6 groups according to the relative magnitudes of p, q, and r:

A =

[ ∑
p<q<r

+
∑

p<r<q

+
∑

q<r<p

+
∑

q<p<r

+
∑

r<p<q

+
∑

r<q<p

]

aipajqakrAijk,pqr.
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Now, interchange the dummies wherever necessary in order that p <
q < r in all sums. The result is

A =
∑

p<q<r

[
aipajqakr − aipajrakq + aiqajrakp

− aiqajpakr + airajpakq − airajqakp
]
Aijk,pqr

=
∑

p<q<r

∣∣∣∣∣∣
aip aiq air
ajp ajq ajr
akp akq akr

∣∣∣∣∣∣Aijk,pqr

=
∑

p<q<r

Nijk,pqrAijk,pqr, i < j < k,

which proves the Laplace expansion formula from rows i, j, and k.

3.3.3 Determinants Containing Blocks of Zero Elements
Let P, Q, R, S, and O denote matrices of order n, where O is null and let

A2n =
∣∣∣∣P Q
R S

∣∣∣∣
2n
.

The Laplace expansion of A2n taking minors from the first or last n rows or
the first or last n columns consists, in general, of the sum of

(2n
n

)
nonzero

products. If one of the submatrices is null, all but one of the products are
zero.

Lemma.

a.
∣∣∣∣P Q
O S

∣∣∣∣
2n

= PS,

b.
∣∣∣∣O Q
R S

∣∣∣∣
2n

= (−1)nQR

Proof. The only nonzero term in the Laplace expansion of the first
determinant is

N12...n;12...nA12...n;12...n.

The retainer minor is signless and equal to P . The sign of the cofactor is
(−1)k, where k is the sum of the row and column parameters.

k = 2
n∑

r=1

r = n(n+ 1),

which is even. Hence, the cofactor is equal to +S. Part (a) of the lemma
follows.
The only nonzero term in the Laplace expansion of the second

determinant is

Nn+1,n+2,...,2n;12...nAn+1,n+2,...,2n;12...n.
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The retainer minor is signless and equal to R. The sign of the cofactor is
(−1)k, where

k =
n∑

r=1

(n+ 2r) = 2n2 + n.

Hence, the cofactor is equal to (−1)nQ. Part (b) of the lemma follows. �

Similar arguments can be applied to more general determinants. LetXpq,
Ypq, Zpq, and Opq denote matrices with p rows and q columns, where Opq

is null and let

An =
∣∣∣∣Xpq Yps

Orq Zrs

∣∣∣∣
n

, (3.3.14)

where p + r = q + s = n. The restriction p ≥ q, which implies r ≤ s, can
be imposed without loss of generality. If An is expanded by the Laplace
method taking minors from the first q columns or the last r rows, some
of the minors are zero. Let Um and Vm denote determinants of order m.
Then, An has the following properties:

a. If r + q > n, then An = 0.
b. If r + q = n, then p+ s = n, q = p, s = r, and An = XppZrr.
c. If r + q < n, then, in general,

An = sum of
(
p
q

)
nonzero products each of the form UqVs

= sum of
(
s
r

)
nonzero products each of the form UrVr.

Property (a) is applied in the following examples.

Example 3.2. If r + s = n, then

U2n =
∣∣∣∣En,2r Fns Ons

En,2r Ons Fns

∣∣∣∣
2n

= 0.

Proof. It is clearly possible to perform n row operations in a single step
and s column operations in a single step. Regard U2n as having two “rows”
and three “columns” and perform the operations

R′
1 = R1 −R2,

C′
2 = C2 +C3.

The result is

U2n =
∣∣∣∣On,2r Fns −Fns

En,2r Ons Fns

∣∣∣∣
2n

=
∣∣∣∣On,2r Ons −Fns

En,2r Fns Fns

∣∣∣∣
2n

= 0

since the last determinant contains an n× (2r + s) block of zero elements
and n+ 2r + s > 2n. �
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Example 3.3. Let

V2n =

∣∣∣∣∣∣
Eip Fiq Giq

Eip Giq Fiq

Ojp Hjq Kjq

∣∣∣∣∣∣
2n

,

where 2i + j = p + 2q = 2n. Then, V2n = 0 under each of the following
independent conditions:

i. j + p > 2n,
ii. p > i,
iii. Hjq +Kjq = Ojq.

Proof. Case (i) follows immediately from Property (a). To prove case
(ii) perform row operations

V2n =

∣∣∣∣∣∣
Eip Fiq Giq

Oip (Giq − Fiq) (Fiq −Giq)
Ojp Hjq Kjq

∣∣∣∣∣∣
2n

.

This determinant contains an (i + j) × p block of zero elements. But, i +
j + p > 2i+ j = 2n. Case (ii) follows.
To prove case (iii), perform column operations on the last determinant:

V2n =

∣∣∣∣∣∣
Eip (Fiq +Giq) Giq

Oip Oiq (Fiq −Giq)
Ojp Ojq Kjq

∣∣∣∣∣∣
2n

.

This determinant contains an (i + j) × (p + q) block of zero elements.
However, since 2(i+j) > 2n and 2(p+q) > 2n, it follows that i+j+p+q >
2n. Case (iii) follows. �

3.3.4 The Laplace Sum Formula
The simple sum formula for elements and their cofactors (Section 2.3.4),
which incorporates the theorem on alien cofactors, can be generalized for
the case r = 2 as follows:∑

p<q

Nij,pqArs,pq = δij,rsA,

where δij,rs is the generalized Kronecker delta function (Appendix A.1).
The proof follows from the fact that if r �= i, the sum represents a determi-
nant in which row r = row i, and if, in addition, s �= j, then, in addition,
row s = row j. In either case, the determinant is zero.
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Exercises
1. If n = 4, prove that

∑
p<q

N23,pqA24,pq =

∣∣∣∣∣∣∣
a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a31 a32 a33 a34

∣∣∣∣∣∣∣ = 0

(row 4 = row 3), by expanding the determinant from rows 2 and 3.
2. Generalize the sum formula for the case r = 3.

3.3.5 The Product of Two Determinants — 2
Let

An = |aij |n
Bn = |bij |n.

Then

AnBn = |cij |n,
where

cij =
n∑

k=1

aikbkj .

A similar formula is valid for the product of two matrices. A proof has
already been given by a Grassmann method in Section 1.4. The following
proof applies the Laplace expansion formula and row operations but is
independent of Grassmann algebra.
Applying in reverse a Laplace expansion of the type which appears in

Section 3.3.3,

AnBn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
an1 an2 . . . ann
−1 b11 b12 . . . b1n

−1 b21 b22 . . . b2n
. . . . . . . . . . . . . . .

−1 bn1 bn2 . . . bnn

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2n

. (3.3.15)

Reduce all the elements in the first n rows and the first n columns, at
present occupied by the aij , to zero by means of the row operations

R′
i = Ri +

n∑
j=1

aijRn+j , 1 ≤ i ≤ n. (3.3.16)
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The result is:

AnBn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

c11 c12 . . . c1n
c21 c22 . . . c2n
. . . . . . . . . . . .
cn1 cn2 . . . cnn

−1 b11 b12 . . . b1n
−1 b21 b22 . . . b2n

. . . . . . . . . . . . . . .
−1 bn1 bn2 . . . bnn

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2n

. (3.3.17)

The product formula follows by means of a Laplace expansion. cij is most
easily remembered as a scalar product:

cij =
[
ai1 ai2 · · · ain

] •



b1j
b2j
· · ·
bnj


 . (3.3.18)

Let Ri denote the ith row of An and let Cj denote the jth column of
Bn. Then,

cij = Ri •Cj .

Hence

AnBn = |Ri •Cj |n

=

∣∣∣∣∣∣∣
R1 •C1 R1 •C2 · · · R1 •Cn

R2 •C1 R2 •C2 · · · R2 •Cn

· · · · · · · · · · · · · · · · · · · · ·
Rn •C1 Rn •C2 · · · Rn •Cn

∣∣∣∣∣∣∣
n

. (3.3.19)

Exercise. If An = |aij |n, Bn = |bij |n, and Cn = |cij |n, prove that

AnBnCn = |dij |n,
where

dij =
n∑

r=1

n∑
s=1

airbrscsj .

A similar formula is valid for the product of three matrices.

3.4 Double-Sum Relations for Scaled Cofactors

The following four double-sum relations are labeled (A)–(D) for easy refer-
ence in later sections, especially Chapter 6 on mathematical physics, where
they are applied several times. The first two are formulas for the derivatives
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A′ and (Aij)′ and the other two are identities:

A′

A
= (logA)′ =

n∑
r=1

n∑
s=1

a′
rsA

rs, (A)

(Aij)′ = −
n∑

r=1

n∑
s=1

a′
rsA

isArj , (B)

n∑
r=1

n∑
s=1

(fr + gs)arsArs =
n∑

r=1

(fr + gr), (C)

n∑
r=1

n∑
s=1

(fr + gs)arsAisArj = (fi + gj)Aij . (D)

Proof. (A) follows immediately from the formula for A′ in terms of un-
scaled cofactors in Section 2.3.7. The sum formula given in Section 2.3.4
can be expressed in the form

n∑
s=1

arsA
is = δri, (3.4.1)

which, when differentiated, gives rise to only two terms:
n∑

s=1

a′
rsA

is = −
n∑

s=1

ars(Ais)′. (3.4.2)

Hence, beginning with the right side of (B),
n∑

r=1

n∑
s=1

a′
rsA

isArj =
∑
r

Arj
∑
s

a′
rsA

is

= −
∑
r

Arj
∑
s

ars(Ais)′

= −
∑
s

(Ais)′
∑
r

arsA
rj

= −
∑
s

(Ais)′δsj

= −(Aij)′

which proves (B).∑
r

∑
s

(fr + gs)arsAisArj

=
∑
r

frA
rj
∑
s

arsA
is +

∑
s

gsA
is
∑
r

arsA
rj
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=
∑
r

frA
rjδri +

∑
s

gsA
isδsj

= fiA
ij + gjAij

which proves (D). The proof of (C) is similar but simpler. �

Exercises
Prove that

1.
n∑

r=1

n∑
s=1

[rk − (r − 1)k + sk − (s− 1)k]arsArs = 2nk.

2. a′
ij = −

n∑
r=1

n∑
s=1

aisarj(Ars)′.

3.
n∑

r=1

n∑
s=1

(fr + gs)aisarjArs = (fi + gj)aij .

Note that (2) and (3) can be obtained formally from (B) and (D), respec-
tively, by interchanging the symbols a and A and either raising or lowering
all their parameters.

3.5 The Adjoint Determinant

3.5.1 Definition
The adjoint of a matrix A = [aij ]n is denoted by adjA and is defined by

adjA = [Aji]n.

The adjoint or adjugate or a determinant A = |aij |n = detA is denoted by
adjA and is defined by

adjA = |Aji|n = |Aij |n
= det(adjA). (3.5.1)

3.5.2 The Cauchy Identity
The following theorem due to Cauchy is valid for all determinants.

Theorem.

adjA = An−1.

The proof is similar to that of the matrix relation

A adjA = AI.
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Proof.

A adjA = |aij |n|Aji|n
= |bij |n,

where, referring to Section 3.3.5 on the product of two determinants,

bij =
n∑

r=1

airAjr

= δijA.

Hence,

|bij |n = diag|A A . . . A|n
= An.

The theorem follows immediately if A �= 0. If A = 0, then, applying (2.3.16)
with a change in notation, |Aij |n = 0, that is, adjA = 0. Hence, the Cauchy
identity is valid for all A. �

3.5.3 An Identity Involving a Hybrid Determinant
Let An = |aij |n and Bn = |bij |n, and let Hij denote the hybrid determinant
formed by replacing the jth row of An by the ith row of Bn. Then,

Hij =
n∑

s=1

bisAjs. (3.5.2)

Theorem.

|aijxi + bij |n = An

∣∣∣∣δijxi + Hij

An

∣∣∣∣
n

, An �= 0.

In the determinant on the right, the xi appear only in the principal diagonal.

Proof. Applying the Cauchy identity in the form

|Aji|n = An−1
n

and the formula for the product of two determinants (Section 1.4),

|aijxi + bij |nAn−1
n = |aijxi + bij |n|Aji|n

= |cij |n,
where

cij =
n∑

s=1

(aisxi + bis)Ajs

= xi
n∑

s=1

aisAjs +
n∑

s=1

bisAjs

= δijAnxi +Hij .
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Hence, removing the factor An from each row,

|cij |n = An
n

∣∣∣∣δijxi + Hij

An

∣∣∣∣
n

which yields the stated result.
This theorem is applied in Section 6.7.4 on the K dV equation. �

3.6 The Jacobi Identity and Variants

3.6.1 The Jacobi Identity — 1
Given an arbitrary determinantA = |aij |n, the rejecter minorMp1p2...pr;q1q2...qr

of order (n − r) and the retainer minor Np1p2...pr;q1q2...qr of order r are
defined in Section 3.2.1.
Define the retainer minor J of order r as follows:

J = Jp1p2...pr;q1q2...qr
= adjNp1p2...pr;q1q2...qr

=

∣∣∣∣∣∣∣
Ap1q1 Ap2q1 · · · Aprq1

Ap1q2 Ap2q2 · · · Aprq2

. . . . . . . . . . . . . . . . . . . . . . . . .
Ap1qr

Ap2qr
· · · Aprqr

∣∣∣∣∣∣∣
r

. (3.6.1)

J is a minor of adjA. For example,

J23,24 = adjN23,24

= adj
∣∣∣∣ a22 a24
a32 a34

∣∣∣∣
=
∣∣∣∣A22 A32
A24 A34

∣∣∣∣ .
The Jacobi identity on the minors of adjA is given by the following theorem:

Theorem.

Jp1p2...pr;q1q2...qr
= Ar−1Mp1p2...pr;q1q2...qr

, 1 ≤ r ≤ n− 1.

Referring to the section on the cofactors of a zero determinant in Section
2.3.7, it is seen that if A = 0, r > 1, then J = 0. The right-hand side of the
above identity is also zero. Hence, in this particular case, the theorem is
valid but trivial. When r = 1, the theorem degenerates into the definition
of Ap1q1 and is again trivial. It therefore remains to prove the theorem
when A �= 0, r > 1.
The proof proceeds in two stages. In the first stage, the theorem is proved

in the particular case in which

ps = qs = s, 1 ≤ s ≤ r.
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It is required to prove that

J12...r;12...r = Ar−1M12...r;12...r

= Ar−1A12...r;12...r.

The replacement of the minor by its corresponding cofactor is permitted
since the sum of the parameters is even. In some detail, the simplified
theorem states that∣∣∣∣∣∣∣
A11 A21 . . . Ar1
A12 A22 . . . Ar2
. . . . . . . . . . . . . . . . . . . .
A1r A2r . . . Arr

∣∣∣∣∣∣∣
r

= Ar−1

∣∣∣∣∣∣∣
ar+1,r+1 ar+1,r+2 . . . ar+1,n
ar+2,r+1 ar+2,r+2 . . . ar+2,n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
an,r+1 an,r+2 . . . ann

∣∣∣∣∣∣∣
n−r

.

(3.6.2)

Proof. Raise the order of J12...r;12...r from r to n by applying the Laplace
expansion formula in reverse as follows:

J12...r;12...r =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A11 . . . Ar1
...

...
A1r . . . Arr

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A1,r+1 . . . Ar,r+1 1

...
...

. . .
A1n . . . Arn 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n

}
r rows

}
(n− r) rows

. (3.6.3)

Multiply the left-hand side by A, the right-hand side by |aij |n, apply the
formula for the product of two determinants, the sum formula for elements
and cofactors, and, finally, the Laplace expansion formula again

AJ12...r;12...r =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A
... a1,r+1 . . . a1n

. . .
...

...
...

A
... ar,r+1 . . . arn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
... ar+1,r+1 . . . ar+1,n
...

...
...

... an,r+1 . . . ann

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

}
r rows

}
(n− r) rows

= Ar

∣∣∣∣∣∣∣
ar+1,r+1 . . . ar+1,n

...
...

an,r+1 . . . ann

∣∣∣∣∣∣∣
n−r

= ArA12...r;12...r.

The first stage of the proof follows.
The second stage proceeds as follows. Interchange pairs of rows and then

pairs of columns of adjA until the elements of J as defined in (3.6.1) appear
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as a block in the top left-hand corner. Denote the result by (adjA)∗. Then,

(adjA)∗ = σ adjA,

where

σ = (−1)(p1−1)+(p2−2)+···+(pr−r)+(q1−1)+(q2−2)+···+(qr−r)

= (−1)(p1+p2+···+pr)+(q1+q2+···+qr).

Now replace each Aij in (adjA)∗ by aij , transpose, and denote the result
by |aij |∗. Then,

|aij |∗ = σ|aij | = σA.
Raise the order of J from r to n in a manner similar to that shown in
(3.6.3), augmenting the first r columns until they are identical with the
first r columns of (adjA)∗, denote the result by J∗, and form the product
|aij |∗J∗. The theorem then appears. �

Illustration. Let (n, r) = (4, 2) and let

J = J23,24 =
∣∣∣∣A22 A32
A24 A34

∣∣∣∣ .
Then

(adjA)∗ =

∣∣∣∣∣∣∣
A22 A32 A12 A42
A24 A34 A14 A44
A21 A31 A11 A41
A23 A33 A13 A43

∣∣∣∣∣∣∣
= σ adjA,

where

σ = (−1)2+3+2+4 = −1

and

|aij |∗ =

∣∣∣∣∣∣∣
a22 a24 a21 a23
a32 a34 a31 a33
a12 a14 a11 a13
a42 a44 a41 a43

∣∣∣∣∣∣∣
= σ|aij | = σA.

The first two columns of J∗ are identical with the first two columns of
(adjA)∗:

J = J∗ =

∣∣∣∣∣∣∣
A22 A32
A24 A34
A21 A31 1
A23 A33 1

∣∣∣∣∣∣∣ ,
σAJ = |aij |∗J∗
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=

∣∣∣∣∣∣∣
A a21 a23

A a31 a33
a11 a13
a41 a43

∣∣∣∣∣∣∣
= A2

∣∣∣∣ a11 a13
a41 a43

∣∣∣∣
= A2M23,24

= σA2A23,24.

Hence, transposing J ,

J =
∣∣∣∣A22 A24
A32 A34

∣∣∣∣ = AA23,24

which completes the illustration.

Restoring the parameter n, the Jacobi identity with r = 2, 3 can be
expressed as follows:

r = 2 :

∣∣∣∣∣A
(n)
ip A

(n)
iq

A
(n)
jp A

(n)
jq

∣∣∣∣∣ = AnA
(n)
ij,pq. (3.6.4)

r = 3 :

∣∣∣∣∣∣∣
A

(n)
ip A

(n)
iq A

(n)
ir

A
(n)
jp A

(n)
jq A

(n)
jr

A
(n)
kp A

(n)
kq A

(n)
kr

∣∣∣∣∣∣∣ = A
2
nA

(n)
ijk,pqr. (3.6.5)

3.6.2 The Jacobi Identity — 2
The Jacobi identity for small values of r can be proved neatly by a technique
involving partial derivatives with respect to the elements of A. The general
result can then be proved by induction.

Theorem 3.4. For an arbitrary determinant An of order n,∣∣∣∣ Aij
n Aiq

n

Apj
n Apq

n

∣∣∣∣ = Aip,jq
n ,

where the cofactors are scaled.

Proof. The technique is to evaluate ∂Aij/∂apq by two different methods
and to equate the results. From (3.2.15),

∂Aij

∂apq
=

1
A2

[
AAip,jq −AijApq

]
. (3.6.6)

Applying double-sum identity (B) in Section 3.4,

∂Aij

∂apq
= −

∑
r

∑
s

∂ars
∂apq

AisArj
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= −
∑
r

∑
s

δrpδsqA
isArj

= −AiqApj

= − 1
A2 [AiqApj ]. (3.6.7)

Hence, ∣∣∣∣ Aij Aiq

Apj Apq

∣∣∣∣ = AAip,jq, (3.6.8)

which, when the parameter n is restored, is equivalent to (3.6.4). The
formula given in the theorem follows by scaling the cofactors. �

Theorem 3.5. ∣∣∣∣∣∣
Aij Aiq Aiv

Apj Apq Apv

Auj Auq Auv

∣∣∣∣∣∣ = Aipu,jqv,

where the cofactors are scaled.

Proof. From (3.2.4) and Theorem 3.4,

∂2A

∂apq∂auv
= Apu,qv

= AApu,qv

= A
∣∣∣∣Apq Apv

Auq Auv

∣∣∣∣ . (3.6.9)

Hence, referring to (3.6.7) and the formula for the derivative of a
determinant (Section 2.3.7),

∂3A

∂aij∂apq∂auv

=
∂A

∂aij

∣∣∣∣Apq Apv

Auq Auv

∣∣∣∣+A
∣∣∣∣∣
∂Apq

∂aij
Apv

∂Auq

∂aij
Auv

∣∣∣∣∣+A
∣∣∣∣∣
Apq ∂Apv

∂aij

Auq ∂Auv

∂aij

∣∣∣∣∣
= Aij

∣∣∣∣Apq Apv

Auq Auv

∣∣∣∣−AAiq

∣∣∣∣Apj Apv

Auj Auv

∣∣∣∣−AAiv

∣∣∣∣Apq Apj

Auq Auj

∣∣∣∣
=

1
A2

[
Aij

∣∣∣∣Apq Apv

Auq Auv

∣∣∣∣−Aiq

∣∣∣∣Apj Apv

Auj Auv

∣∣∣∣
+ Aiv

∣∣∣∣Apj Apq

Auj Auq

∣∣∣∣
]

=
1
A2

∣∣∣∣∣∣
Aij Aiq Aiv

Apj Apq Apv

Auj Auq Auv

∣∣∣∣∣∣ . (3.6.10)
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But also,

∂3A

∂aij∂apq∂auv
= Aipu,jqv. (3.6.11)

Hence, ∣∣∣∣∣∣
Aij Aiq Aiv

Apj Apq Apv

Auj Auq Auv

∣∣∣∣∣∣ = A2Aipujqv, (3.6.12)

which, when the parameter n is restored, is equivalent to (3.6.5). The for-
mula given in the theorem follows by scaling the cofactors. Note that those
Jacobi identities which contain scaled cofactors lack the factors A, A2,
etc., on the right-hand side. This simplification is significant in applications
involving derivatives. �

Exercises
1. Prove that ∑

ep{p,q,r}
AptAqr,st = 0,

where the symbol ep{p, q, r} denotes that the sum is carried out over
all even permutations of {p, q, r}, including the identity permutation
(Appendix A.2).

2. Prove that∣∣∣∣Aps Api,js

Arq Ari,jq

∣∣∣∣ =
∣∣∣∣Arj Arp,qj

Ais Aip,qs

∣∣∣∣ =
∣∣∣∣Aiq Air,sq

Apj Apr,sj

∣∣∣∣ .
3. Prove the Jacobi identity for general values of r by induction.

3.6.3 Variants
Theorem 3.6. ∣∣∣∣∣A

(n)
ip A

(n+1)
i,n+1

A
(n)
jp A

(n+1)
j,n+1

∣∣∣∣∣−AnA
(n+1)
ij;p,n+1 = 0, (A)

∣∣∣∣∣ A
(n)
ip A

(n)
iq

A
(n+1)
n+1,p A

(n+1)
n+1,q

∣∣∣∣∣−AnA
(n+1)
i,n+1;pq = 0, (B)

∣∣∣∣A(n)
rr A

(n+1)
rr

A
(n)
nr A

(n+1)
nr

∣∣∣∣−A(n+1)
n+1,rA

(n+1)
rn;r,n+1 = 0. (C)

These three identities are consequences of the Jacobi identity but are dis-
tinct from it since the elements in each of the second-order determinants
are cofactors of two different orders, namely n− 1 and n.
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Proof. Denote the left side of variant (A) by E. Then, applying the
Jacobi identity,

An+1E = An+1

∣∣∣∣∣A
(n)
ip A

(n+1)
i,n+1

A
(n)
jp A

(n+1)
j,n+1

∣∣∣∣∣−An

∣∣∣∣∣A
(n+1)
ip A

(n+1)
i,n+1

A
(n+1)
jp A

(n+1)
j,n+1

∣∣∣∣∣
= A(n+1)

i,n+1Fj −A(n+1)
j,n+1Fi, (3.6.13)

where

Fi = AnA
(n+1)
ip −An+1A

(n)
ip

=

[∣∣∣∣∣A
(n+1)
ip A

(n+1)
i,n+1

A
(n+1)
n+1,p A

(n+1)
n+1,n+1

∣∣∣∣∣−An+1A
(n)
ip

]
+A(n+1)

i,n+1A
(n+1)
n+1,p

= A(n+1)
i,n+1A

(n+1)
n+1,p.

Hence,

An+1E =
[
A

(n+1)
i,n+1A

(n+1)
j,n+1 −A(n+1)

j,n+1A
(n+1)
i,n+1

]
A

(n+1)
n+1,p

= 0. (3.6.14)

The result follows and variant (B) is proved in a similar manner. Variant
(A) appears in Section 4.8.5 on Turanians and is applied in Section 6.5.1
on Toda equations.
The proof of (C) applies a particular case of (A) and the Jacobi identity.

In (A), put (i, j, p) = (r, n, r):∣∣∣∣∣A
(n)
rr A

(n+1)
r,n+1

A
(n)
nr A

(n+1)
n,n+1

∣∣∣∣∣−AnA
(n+1)
rn;r,n+1 = 0. (A1)

Denote the left side of (C) by P

AnP = An

∣∣∣∣A(n)
rr A

(n+1)
rr

A
(n)
nr A

(n+1)
nr

∣∣∣∣−A(n+1)
n+1,r

∣∣∣∣∣A
(n)
rr A

(n+1)
r,n+1

A
(n)
nr A

(n+1)
n,n+1

∣∣∣∣∣
=

∣∣∣∣∣∣∣
A

(n)
rr A

(n+1)
rr A

(n+1)
r,n+1

A
(n)
nr A

(n+1)
nr A

(n+1)
n,n+1

• A
(n+1)
n+1,r A

(n+1)
n+1,n+1

∣∣∣∣∣∣∣
= A(n)

rr Gn −A(n)
nr Gr, (3.6.15)

where

Gi =

∣∣∣∣∣A
(n+1)
ir A

(n+1)
i,n+1

A
(n+1)
n+1,r A

(n+1)
n+1,n+1

∣∣∣∣∣
= An+1A

(n+1)
i,n+1;r,n+1. (3.6.16)

Hence,

AnP = An+1
[
A(n)

rr A
(n+1)
n,n+1;r,n+1 −A(n)

nr A
(n+1)
r,n+1;r,n+1

]
.
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But A(n+1)
i,n+1;j,n+1 = A(n)

ij . Hence, AnP = 0. The result follows. �

Three particular cases of (B) are required for the proof of the next
theorem.
Put (i, p, q) = (r, r, n), (n− 1, r, n), (n, r, n) in turn:∣∣∣∣ A(n)

rr A
(n)
rn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣−AnA
(n+1)
r,n+1;rn = 0, (B1)

∣∣∣∣∣A
(n)
n−1,r A

(n)
n−1,n

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣∣−AnA
(n+1)
n−1,n+1;rn = 0, (B2)

∣∣∣∣ A(n)
nr A

(n)
nn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣−AnA
(n+1)
n,n+1;rn = 0. (B3)

Theorem 3.7. ∣∣∣∣∣∣∣
A

(n+1)
r,n+1;rn A

(n)
rr A

(n)
rn

A
(n+1)
n−1,n+1;rn A

(n)
n−1,r A

(n)
n−1,n

A
(n+1)
n,n+1;rn A

(n)
nr A

(n)
nn

∣∣∣∣∣∣∣ = 0.

Proof. Denote the determinant by Q. Then,

Q11 =

∣∣∣∣∣A
(n)
n−1,r A

(n)
n−1,n

A
(n)
nr A

(n)
nn

∣∣∣∣∣
= AnA

(n)
n−1,n;rn

= AnA
(n−1)
n−1,r,

Q21 = −AnA
(n−1)
rr ,

Q31 = AnA
(n)
r,n−1;rn. (3.6.17)

Hence, expanding Q by the elements in column 1 and applying (B1)–(B3),

Q = An

[
A

(n+1)
r,n+1;rnA

(n−1)
n−1,r −A(n+1)

n−1,n+1;rnA
(n−1)
rr

+ A(n+1)
n,n+1;rnA

(n)
r,n−1;rn

]
(3.6.18)

= A(n−1)
n−1,r

∣∣∣∣ A(n)
rr A

(n)
rn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣−A(n−1)
rr

∣∣∣∣∣A
(n)
n−1,r A

(n)
n−1,n

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣∣
+ A(n)

r,n−1;rn

∣∣∣∣ A(n)
nr A

(n)
nn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣
= A(n+1)

n+1,n

[
A(n)

nr A
(n)
r,n−1;rn −

∣∣∣∣A(n−1)
rr A

(n)
rr

A
(n−1)
n−1,r A

(n)
n−1,r

∣∣∣∣
]

− A(n+1)
n+1,r

[
An−1A

(n)
r,n−1;rn −

∣∣∣∣A(n−1)
rr A

(n)
rn

A
(n−1)
n−1,r A

(n)
n−1,n

∣∣∣∣
]
. (3.6.19)
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The proof is completed by applying (C) and (A1) with n → n−1. Theorem
3.7 is applied in Section 6.6 on the Matsukidaira–Satsuma equations. �

Theorem 3.8.

A
(n+1)
n+1,rHn = A(n+1)

n+1,nHr,

where

Hj =

∣∣∣∣∣A
(n−1)
rr A

(n+1)
rj

A
(n−1)
n−1,r A

(n+1)
n−1,j

∣∣∣∣∣−A(n+1)
nj A

(n)
r,n−1;rn.

Proof. Return to (3.6.18), multiply by An+1/An and apply the Jacobi
identity:

A
(n−1)
n−1,r

∣∣∣∣A(n+1)
rr A

(n+1)
rn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣−A(n−1)
rr

∣∣∣∣∣A
(n+1)
n−1,r A

(n+1)
n−1,n

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣∣
+ A

(n)
r,n−1;rn

∣∣∣∣A(n+1)
nr A

(n+1)
nn

A
(n+1)
n+1,r A

(n+1)
n+1,n

∣∣∣∣ = 0,

A
(n+1)
n+1,r

[
A(n−1)

rr A
(n+1)
n−1,n −A(n−1)

n−1,rA
(n+1)
rn −A(n+1)

nn A
(n)
r,n−1;rn

]
= A

(n+1)
n+1,n

[
A(n−1)

rr A
(n+1)
n−1,r −A(n+1)

rr A
(n−1)
n−1,r −A(n)

r,n−1;rnA
(n+1)
nr

]
,

A
(n+1)
n+1,r

[∣∣∣∣A(n−1)
rr A

(n+1)
rn

A
(n−1)
n−1,r A

(n+1)
n−1,n

∣∣∣∣−A(n+1)
nn A

(n)
r,n−1;rn

]

= A
(n+1)
n+1,n

[∣∣∣∣A(n−1)
rr A

(n+1)
rr

A
(n−1)
n−1,r A

(n+1)
n−1,r

∣∣∣∣−A(n+1)
nr A

(n)
r,n−1;rn

]
.

The theorem follows. �

Exercise. Prove that∣∣∣∣∣∣∣∣∣

A
(n)
i1j1

A
(n)
j1j2

. . . A
(n)
i1jr−1

A
(n+1)
i1,n+1

A
(n)
i2j1

A
(n)
i2j2

. . . A
(n)
i2jr−1

A
(n+1)
i2,n+1

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
A

(n)
irj1

A
(n)
irj2

. . . A
(n)
irjr−1

A
(n+1)
ir,n+1

∣∣∣∣∣∣∣∣∣
r

= Ar−1
n A

(n+1)
i1i2...ir;j1j2...jr−1,n+1.

When r = 2, this identity degenerates into Variant (A). Generalize Variant
(B) in a similar manner.

3.7 Bordered Determinants

3.7.1 Basic Formulas; The Cauchy Expansion
Let

An = |aij |n
=
∣∣C1 C2 C3 · · ·Cn

∣∣
n
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and let Bn denote the determinant of order (n+ 1) obtained by bordering
An by the column

X =
[
x1 x2 x3 · · ·xn

]T
on the right, the row

Y =
[
y1 y2 y3 · · · yn

]
at the bottom and the element z in position (n+ 1, n+ 1). In some detail,

Bn =

∣∣∣∣∣∣∣∣∣

a11 a12 · · · a1n x1
a21 a22 · · · a2n x2
. . . . . . . . . . . . . . . . . . . . . . . .
an1 an2 · · · ann xn
y1 y2 · · · yn z

∣∣∣∣∣∣∣∣∣
n+1

. (3.7.1)

Some authors border on the left and at the top but this method displaces
the element aij to the position (i+ 1, j + 1), which is undesirable for both
practical and aesthetic reasons except in a few special cases.
In the theorems which follow, the notation is simplified by discarding the

suffix n.

Theorem 3.9.

B = zA−
n∑

r=1

n∑
s=1

Arsxrys.

Proof. The coefficient of ys in B is (−1)n+s+1F , where

F =
∣∣C1 . . . Cs−1 Cs+1 . . .Cn X

∣∣
n

= (−1)n+sG,

where

G =
∣∣C1 . . .Cs−1 X Cs+1 . . .Cn

∣∣
n
.

The coefficient of xr in G is Ars. Hence, the coefficient of xrys in B is

(−1)n+s+1+n+sArs = −Ars.

The only term independent of the x’s and y’s is zA. The theorem
follows. �

Let Eij denote the determinant obtained from A by

a. replacing aij by z, i, j fixed,
b. replacing arj by xr, 1 ≤ r ≤ n, r �= i,
c. replacing ais by ys, 1 ≤ s ≤ n, s �= j.
Theorem 3.10.

Bij = zAij −
n∑

r=1

n∑
s=1

Air,jsxrys = Eij .
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Proof.

Bij = (−1)i+j

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 · · · a1,j−1 a1,j+1 · · · a1n x1
a21 a22 · · · a2,j−1 a2,j+1 · · · a2n x2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ai−1,1 ai−1,2 · · · ai−1,j−1 ai−1,j+1 · · · ai−1,n xi−1
ai+1,i ai+1,2 · · · ai+1,j−1 ai+1,j+1 · · · ai+1,n xi+1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
an1 an2 · · · an,j−1 an,j+1 · · · ann xn
y1 y2 · · · yj−1 yj+1 · · · yn z

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n

.

The expansion is obtained by applying arguments to Bij similar to those
applied to B in Theorem 3.9. Since the second cofactor is zero when r = i
or s = j the double sum contains (n − 1)2 nonzero terms, as expected. It
remains to prove that Bij = Eij .
Transfer the last row of Bij to the ith position, which introduces the sign

(−1)n−i and transfer the last column to the jth position, which introduces
the sign (−1)n−j . The result is Eij , which completes the proof. �

The Cauchy expansion of an arbitrary determinant focuses attention on
one arbitrarily chosen element aij and its cofactor.

Theorem 3.11. The Cauchy expansion

A = aijAij +
n∑

r=1

n∑
s=1

aisarjAir,sj .

First Proof. The expansion is essentially the same as that given in Theorem
3.10. Transform Eij back to A by replacing z by aij , xr by arj and ys by
ais. The theorem appears after applying the relation

Air,js = −Air,sj . (3.7.2)

Second Proof. It follows from (3.2.3) that
n∑

r=1

arjAir,sj = (1 − δjs)Ais.

Multiply by ais and sum over s:
n∑

r=1

n∑
s=1

aisarjAir,sj =
n∑

s=1

aisAis −
n∑

s=1

δjsaisAis

= A− aijAij ,

which is equivalent to the stated result. �
Theorem 3.12. If ys = 1, 1 ≤ s ≤ n, and z = 0, then

n∑
j=1

Bij = 0, 1 ≤ i ≤ n.
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Proof. It follows from (3.7.2) that
n∑

j=1

n∑
s=1

Air,js = 0, 1 ≤ i, r ≤ n.

Expanding Bij by elements from the last column,

Bij = −
n∑

r=1

xr

n∑
s=1

Air,js.

Hence
n∑

j=1

Bij = −
n∑

r=1

xr

n∑
j=1

n∑
s=1

Air,js

= 0.

Bordered determinants appear in other sections including Section 4.10.3
on the Yamazaki–Hori determinant and Section 6.9 on the Benjamin–Ono
equation. �

3.7.2 A Determinant with Double Borders
Theorem 3.13.∣∣∣∣∣∣∣∣∣∣∣

u1 v1
u2 v2

[aij ]n · · · · · ·
un vn

x1 x2 · · · xn • •
y1 y2 · · · yn • •

∣∣∣∣∣∣∣∣∣∣∣
n+2

=
n∑

p,q,r,s=1

upvqxrysApq,rs,

where

A = |aij |n.
Proof. Denote the determinant by B and apply the Jacobi identity to
cofactors obtained by deleting one of the last two rows and one of the last
two columns ∣∣∣∣Bn+1,n+1 Bn+1,n+2

Bn+2,n+1 Bn+2,n+2

∣∣∣∣ = BBn+1,n+2;n+1,n+2

BA.
(3.7.3)

Each of the first cofactors is a determinant with single borders

Bn+1,n+1 =

∣∣∣∣∣∣∣∣∣

v1
v2

[aij ]n · · ·
vn

y1 y2 · · · yn •

∣∣∣∣∣∣∣∣∣
n+1
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= −
n∑

q=1

n∑
s=1

vqysAqs.

Similarly,

Bn+1,n+2 = +
n∑

p=1

n∑
s=1

upysAps,

Bn+2,n+1 = +
n∑

q=1

n∑
r=1

vqxrAqr,

Bn+2,n+2 = −
n∑

p=1

n∑
r=1

upxrApr.

Note the variations in the choice of dummy variables. Hence, (3.7.3)
becomes

BA =
n∑

p,q,r,s=1

upvqxrys

∣∣∣∣Apr Aps

Aqr Aqs

∣∣∣∣ .
The theorem appears after applying the Jacobi identity and dividing
by A. �

Exercises
1. Prove the Cauchy expansion formula for Aij , namely

Aij = apqAip,jq −
n∑

r=1

n∑
s=1

apsarqAipr,jqs,

where (p, q) �= (i, j) but are otherwise arbitrary. Those terms in which
r = i or p or those in which s = j or q are zero by the definition of
higher cofactors.

2. Prove the generalized Cauchy expansion formula, namely

A = Nij,hkAij,hk +
∑

1≤p≤q≤n

∑
1≤r≤s≤n

Nij,rsNpq,hkAijpq,rshk,

where Nij,hk is a retainer minor and Aij,hk is its complementary
cofactor.



4
Particular Determinants

4.1 Alternants

4.1.1 Introduction
Any function of n variables which changes sign when any two of the vari-
ables are interchanged is known as an alternating function. It follows that
an alternating function vanishes if any two of the variables are equal.
Any determinant function which possess these properties is known as an
alternant.
The simplest form of alternant is

|fj(xi)|n =

∣∣∣∣∣∣∣
f1(x1) f2(x1) · · · fn(x1)
f1(x2) f2(x2) · · · fn(x2)
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
f1(xn) f2(xn) · · · fn(xn)

∣∣∣∣∣∣∣
n

. (4.1.1)

The interchange of any two x’s is equivalent to the interchange of two rows
which gives rise to a change of sign. If any two of the x’s are equal, the
determinant has two identical rows and therefore vanishes.
The double or two-way alternant is

|f(xi, yj)|n =

∣∣∣∣∣∣∣
f(x1, y1) f(x1, y2) · · · f(x1, yn)
f(x2, y1) f(x2, y2) · · · f(x2, yn)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
f(xn, y1) f(xn, y2) · · · f(xn, yn)

∣∣∣∣∣∣∣
n

. (4.1.2)
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If the x’s are not distinct, the determinant has two or more identical rows. If
the y’s are not distinct, the determinant has two or more identical columns.
In both cases, the determinant vanishes.

Illustration. The Wronskian |Dj−1
x (fi)|n is an alternant. The double

Wronskian |Dj−1
x Di−1

y (f)|n is a double alternant, Dx = ∂/∂x, etc.

Exercise. Define two third-order alternants φ and ψ in column vector
notation as follows:

φ = |c(x1) c(x2) c(x3)|,
ψ = |C(x1) C(x2) C(x3)|.

Apply l’Hopital’s formula to prove that

lim
(
φ

ψ

)
=

|c(x) c′(x) c′′(x)|
|C(x) C′(x) C′′(x)| ,

where the limit is carried out as xi → x, 1 ≤ i ≤ 3, provided the numerator
and denominator are not both zero.

4.1.2 Vandermondians
The determinant

Xn = |xj−1
i |n

=

∣∣∣∣∣∣∣
1 x1 x2

1 · · · xn−1
1

1 x2 x2
2 · · · xn−1

2
. . . . . . . . . . . . . . . . . . . . . .
1 xn x2

n · · · xn−1
n

∣∣∣∣∣∣∣
n

= V (x1, x2, . . . , xn) (4.1.3)

is known as the alternant of Vandermonde or simply a Vandermondian.

Theorem.

Xn =
∏

1≤r<s≤n

(xs − xr).

The expression on the right is known as a difference–product and contains
(n/2) = 1

2n(n− 1) factors.

First Proof. The expansion of the determinant consists of the sum of n!
terms, each of which is the product of n elements, one from each row and
one from each column. Hence, Xn is a polynomial in the xr of degree

0 + 1 + 2 + 3 + · · · + (n− 1) = 1
2n(n− 1).

One of the terms in this polynomial is the product of the elements in the
leading diagonal, namely

+ x2x
2
3x

3
4 · · ·xn−1

n . (4.1.4)
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When any two of the xr are equal, Xn has two identical rows and therefore
vanishes. Hence, very possible difference of the form (xs − xr) is a factor
of Xn, that is,

Xn = K(x2 − x1)(x3 − x1)(x4 − x1) · · · (xn − x1)
(x3 − x2)(x4 − x2) · · · (xn − x2)

(x4 − x3) · · · (xn − x3)
· · · · · ·

(xn − xn−1)

= K
∏

1≤r<s≤n

(xs − xr),

which is the product of K and 1
2n(n− 1) factors. One of the terms in the

expansion of this polynomial is the product of K and the first term in each
factor, namely

Kx2x
2
3x

3
4 · · ·xn−1

n .

Comparing this term with (4.1.4), it is seen that K = 1 and the theorem
is proved.

Second Proof. Perform the column operations

C′
j = Cj − xnCj−1

in the order j = n, n−1, n−2, . . . , 3, 2. The result is a determinant in which
the only nonzero element in the last row is a 1 in position (n, 1). Hence,

Xn = (−1)n−1Vn−1,

where Vn−1 is a determinant of order (n − 1). The elements in row s of
Vn−1 have a common factor (xs − xn). When all such factors are removed
from Vn−1, the result is

Xn = Xn−1

n−1∏
r=1

(xn − xr),

which is a reduction formula for Xn. The proof is completed by reducing
the value of n by 1 repeatedly and noting that X2 = x2 − x1. �

Exercises
1. Let

An =
∣∣∣∣
(
j − 1
i− 1

)
(−xi)j−i

∣∣∣∣
n

= 1.
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Postmultiply the Vandermondian Vn(x) or Vn(x1, x2, . . . , xn) by An,
prove the reduction formula

Vn(x1, x2, . . . , xn) = Vn−1(x2 − x1, x3 − x1, . . . , xn − x1)
n∏

p=2

(xp − x1),

and hence evaluate Vn(x).
2. Prove that

|xj−1
i yn−j

i |n =
∏

1≤r<s≤n

∣∣∣∣ yr xr
ys xs

∣∣∣∣ .
3. If

xi =
z + ci
ρ

,

prove that

|xj−1
i |n = ρ−n(n−1)/2|cj−1

i |n,
which is independent of z. This relation is applied in Section 6.10.3 on
the Einstein and Ernst equations.

4.1.3 Cofactors of the Vandermondian
Theorem 4.1. The scaled cofactors of the Vandermonian Xn = |xij |n,
where xij = x

j−1
i are given by the quotient formula

Xij
n =

(−1)n−jσ
(n)
i,n−j

gni(xi)
,

where

gnr(x) =
n−1∑
s=0

(−1)sσ(n)
rs x

n−1−s.

Notes on the symmetric polynomials σ(n)
rs and the function gnr(x) are given

in Appendix A.7.

Proof. Denote the quotient by Fij . Then,
n∑

k=1

xikFjk =
1

gnj(xj)

n∑
k=1

(−1)n−kσ
(n)
j,n−kx

k−1
i (Put k = n− s)

=
1

gnj(xj)

n−1∑
s=0

(−1)sσ(n)
js x

n−s−1
i

=
gnj(xi)
gnj(xj)

= δij .
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Hence,

[xij ]n[Fji]n = I,
[Fji]n = [xij ]−1

= [Xji
n ]n.

The theorem follows. �

Theorem 4.2.

X
(n)
nj = (−1)n−jXn−1σ

(n−1)
n−j .

Proof. Referring to equations (A.7.1) and (A.7.3) in Appendix A.7,

Xn = Xn−1

n−1∏
r=1

(xn − xr)

= Xn−1fn−1(xn)
= Xn−1gnn(xn).

From Theorem 4.1,

X
(n)
nj =

(−1)n−jXnσ
(n)
n,n−j

gnn(xn)

= (−1)n−jXn−1σ
(n)
n,n−j .

The proof is completed using equation (A.7.4) in Appendix A.7. �

4.1.4 A Hybrid Determinant
Let Yn be a second Vandermondian defined as

Yn = |yj−1
i |n

and let Hrs denote the hybrid determinant formed by replacing the rth
row of Xn by the sth row of Yn.

Theorem 4.3.
Hrs

Xn
=
gnr(ys)
gnr(xr)

.

Proof.

Hrs

Xn
=

n∑
j=1

yj−1
s Xrj

n

=
1

gnr(xr)

n∑
j=1

(−1)n−jσ
(n)
r,n−jy

j−1
s (Put j = n− k)

=
1

gnr(xr)

n−1∑
k=0

(−1)kσ(n)
rk y

n−1−k
s .
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This completes the proof of Theorem 4.3 which can be expressed in the
form

Hrs

Xn
=

n∏
i=1

(ys − xi)

(ys − xr)
n∏

i=1
i �=r

(xr − xi)
.

�

Let

An = |σ(m)
i,j−1|n

=

∣∣∣∣∣∣∣∣
σ

(m)
10 σ

(m)
11 . . . σ

(m)
1,n−1

σ
(m)
20 σ

(m)
21 . . . σ

(m)
2,n−1

. . . . . . . . . . . . . . . . . . . . . . . .
σ

(m)
n0 σ

(m)
n1 . . . σ

(m)
n,n−1

∣∣∣∣∣∣∣∣
n

, m ≥ n.

Theorem 4.4.

An = (−1)n(n−1)/2Xn.

Proof.

An =
∣∣C0 C1 C2 . . .Cn−1,

∣∣
n

where, from the lemma in Appendix A.7,

Cj =
[
σ

(m)
1j σ

(m)
2j σ

(m)
3j . . . σ

(m)
nj

]T
=

j∑
p=0

σ(m)
p

[
vj−p
1 vj−p

2 vj−p
3 . . . vj−p

n

]T
, vr = −xr, σ(m)

0 = 1.

Applying the column operations

C′
j = Cj −

j∑
k=1

σ
(m)
k Cj−k

in the order j = 1, 2, 3, . . . so that each new column created by one operation
is applied in the next operation, it is found that

C′
j =

[
vj1 v

j
2 v

j
3 . . . v

j
n

]T
, j = 0, 1, 2, . . . .

Hence

An = |vj−1
i |n

= (−1)n(n−1)/2|xj−1
i |n.

Theorem 4.4 follows. �
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4.1.5 The Cauchy Double Alternant
The Cauchy double alternant is the determinant

An =
∣∣∣∣ 1
xi − yj

∣∣∣∣
n

,

which can be evaluated in terms of the Vandermondians Xn and Yn as
follows.
Perform the column operations

C′
j = Cj −Cn, 1 ≤ j ≤ n− 1,

and then remove all common factors from the elements of rows and columns.
The result is

An =

n−1∏
r=1

(yr − yn)
n∏

r=1
(xr − yn)

Bn, (4.1.5)

where Bn is a determinant in which the last column is

[
1 1 1 . . . 1

]T
n

and all the other columns are identical with the corresponding columns of
An.

Perform the row operations

R′
i = Ri −Rn, 1 ≤ i ≤ n− 1,

on Bn, which then degenerates into a determinant of order (n − 1). After
removing all common factors from the elements of rows and columns, the
result is

Bn =

n−1∏
r=1

(xn − xr)
n−1∏
r=1

(xn − yr)
An−1. (4.1.6)

Eliminating Bn from (4.1.5) and (4.1.6) yields a reduction formula for An,
which, when applied, gives the formula

An =
(−1)n(n−1)/2XnYn

n∏
r,s=1

(xr − ys)
.
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Exercises
1. Prove the reduction formula

A
(n)
ij = A(n−1)

ij

n−1∏
r=1
r �=i

(
xn − xr
xr − yn

) n−1∏
s=1
s�=j

(
ys − yn
xn − ys

)
.

Hence, or otherwise, prove that

Aij
n =

1
xi − yj

f(yj)g(xi)
f ′(xi)g′(yj)

,

where

f(t) =
n∏

r=1

(t− xr),

g(t) =
n∏

s=1

(t− ys).

2. Let

Vn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f(x1)
f(x2)

[aij ]n
...
...

f(xn)
1 1 . . . . . . 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

,

Wn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

f(x1)
f(x2)

[aij ]n
...
...

f(xn)
−1 −1 . . . . . . −1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

,

where

aij =
(
1 − xiyj
xi − yj

)
f(xi),

f(x) =
n∏

i=1

(x− yi).

Show that

Vn = (−1)n(n+1)/2XnYn

n∏
i=1

(xi − 1)(yi + 1),
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Wn = (−1)n(n+1)/2XnYn

n∏
i=1

(xi + 1)(yi − 1).

Removing f(x1), f(x2), . . . , f(xn), from the first n rows in Vn and Wn,
and expanding each determinant by the last row and column, deduce
that ∣∣∣∣1 − xiyj

xi − yj

∣∣∣∣
n

=
1
2

∣∣∣∣ 1
xi − yj

∣∣∣∣
n

{
n∏

i=1

(xi + 1)(yi − 1)

+
n∏

i=1

(xi − 1)(yi + 1)

}
.

4.1.6 A Determinant Related to a Vandermondian
Let Pr(x) be a polynomial defined as

Pr(x) =
r∑

s=1

asrx
s−1, r ≥ 1.

Note that the coefficient is asr, not the usual ars.
Let

Xn = |xi−1
j |n.

Theorem.

|Pi(xj)|n = (a11 a22 · · · ann)Xn.

Proof. Define an upper triangular determinant Un as follows:

Un = |aij |n, aij = 0, i > j,

= a11 a22 · · · ann. (4.1.7)

Some of the cofactors of Ui are given by

U
(i)
ij =

{
0, j > i,
Ui−1, j = i, U0 = 1.

Those cofactors for which j < i are not required in the analysis which
follows. Hence, |U (i)

ij |n is also upper triangular and

|U (i)
ij |n =

{
U

(1)
11 U

(2)
22 · · ·U (n)

nn , U
(1)
11 = 1,

U1 U2 · · ·Un−1.
(4.1.8)

Applying the formula for the product of two determinants in Section 1.4,

|U (j)
ij |n|Pi(xj)|n = |qij |n, (4.1.9)
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where

qij =
i∑

r=1

U
(i)
ir Pr(xj)

=
i∑

r=1

U
(i)
ir

r→i∑
s=1

asrx
s−1
j (asr = 0, s > r)

=
i∑

s=1

xs−1
j

i∑
r=1

asrU
(i)
ir

= Ui

i∑
s=1

xs−1
j δsi

= Uix
i−1
j .

Hence, referring to (4.1.8),

|qij |n =
(
U1 U2 · · ·Un)|xi−1

j |
= Un|U (i)

ij |nXn.

The theorem follows from (4.1.7) and (4.1.9). �

4.1.7 A Generalized Vandermondian
Lemma.∣∣∣∣∣

N∑
k=1

ykx
i+j−2
k

∣∣∣∣∣
n

=
N∑

k1...kn=1

(
n∏

r=1

ykr

)(
n∏

s=2

xs−1
ks

)∣∣xi−1
kj

∣∣
n
.

Proof. Denote the determinant on the left by An and put

a
(k)
ij = ykx

i+j−2
k

in the last identity in Property (g) in Section 2.3.1. Then,

An =
N∑

k1...kn=1

∣∣ykj
xi+j−2
kj

∣∣
n
.

Now remove the factor ykjx
j−1
kj

from column j of the determinant, 1 ≤ j ≤
n. The lemma then appears and is applied in Section 6.10.4 on the Einstein
and Ernst equations. �

4.1.8 Simple Vandermondian Identities
Lemmas.

a. Vn = Vn−1

n−1∏
r=1

(xn − xr), n > 1, V (x1) = 1

Administrator
ferret



4.1 Alternants 61

b. Vn = V (x2, x3, . . . , xn)
n∏

r=2

(xr − x1).

c. V (xt, xt+1, . . . , xn) = V (xt+1, xt+2, . . . , xn)
n∏

r=t+1

(xr − xt).

d. V (n)
1n = (−1)n+1V (x2, x3, . . . , xn) =

(−1)n+1Vn
n∏

r=2
(xr − x1)

.

e. V (n)
in = (−1)n+iV (x1, . . . , xi−1, xi+1, . . . , xn)

=
(−1)n+iVn

i−1∏
r=1

(xi − xr)
n∏

r=i+1
(xr − xi)

, i > 1

f. If {j1 j2 · · · jn} is a permutation of {1 2 . . . n}, then

V
(
xj1 , xj2 , . . . , xjn

)
= sgn

{
1 2 · · · n
j1 j2 · · · jn

}
V (x1, x2, . . . , xn).

The proofs of (a) and (b) follow from the difference–product formula
in Section 4.1.2 and are elementary. A proof of (c) can be constructed as
follows. In (b), put n = m− t+1, then put xr = yr+t−1, r = 1, 2, 3, . . ., and
change the dummy variable in the product from r to s using the formula
s = r + t− 1. The resut is (c) expressed in different symbols. When t = 1,
(c) reverts to (b). The proofs of (d) and (e) are elementary. The proof
of (f) follows from Property (c) in Section 2.3.1 and Appendix A.2 on
permutations and their signs.
Let the minors of Vn be denoted by Mij . Then,

Mi =Min = V (x1, . . . , xi−1, xi+1, . . . , xn),

Mn =Mnn = Vn−1.

Theorems.

a.
m∏
r=1

Mr =
V (xm+1, xm+2, . . . , xn)V m−1

n

V (x1, x2, . . . , xm)
, 1 ≤ m ≤ n− 1

b.
n∏

r=1

Mr = V n−2
n

c.
m∏
r=1

Mkr
=
V (xkm+1 , xkm+2 , . . . , xkn

)V m−1
n

V (xk1 , xk2 , . . . , xkm
)

Proof. Use the method of induction to prove (a), which is clearly valid
when m = 1. Assume it is valid when m = s. Then, from Lemma (e) and
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referring to Lemma (a) with n → s+ 1 and Lemma (c) with m → s+ 1,

s+1∏
r=1

Mr =


 Vn

s∏
r=1

(xs+1 − xr)
n∏

r=s+2
(xr − xs+1)


 V (xs+1, xs+2, . . . , xn)V s−1

n

V (x1, x2, . . . , xs)

=
V s
n[

V (x1, x2, . . . , xs)
s∏

r=1
(xs+1 − xr)

]

V (xs+1, xs+2, . . . , xn)

n∏
r=s+2

(xr − xs+1)




=
V (xs+2, xs+3, . . . , xn)V s

n

V (x1, x2, . . . , xs+1)
.

Hence, (a) is valid when m = s + 1, which proves (a). To prove (b), put
m = n− 1 in (a) and use Mn = Vn−1. The details are elementary.

The proof of (c) is obtained by applying the permutation{
1 2 3 · · · n
k1 k2 k3 · · · kn

}

to (a). The only complication which arises is the determination of the sign
of the expression on the right of (c). It is left as an exercise for the reader
to prove that the sign is positive. �

Exercise. Let A6 denote the determinant of order 6 defined in column
vector notation as follows:

Cj =
[
aj ajxj ajx

2
j bj bjyj bjy

2
j

]T
, 1 ≤ j ≤ 6.

Apply the Laplace expansion theorem to prove that

A6 =
∑

i<j<k
p<q<r

σaiajakbpbqbrV (xi, xj , xk)V (yp, yq, yr),

where

σ = sgn
{
1 2 3 4 5 6
i j k p q r

}

and where the lower set of parameters is a permutation of the upper set.
The number of terms in the sum is

(6
3

)
= 20.

Prove also that

A6 = 0 when aj = bj , 1 ≤ j ≤ 6.

Generalize this result by giving an expansion formula for A2n from the
first m rows and the remaining (2n−m) rows using the dummy variables
kr, 1 ≤ r ≤ 2n. The generalized formula and Theorem (c) are applied in
Section 6.10.4 on the Einstein and Ernst equations.
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4.1.9 Further Vandermondian Identities
The notation

Nm = {1 2 · · ·m},
Jm = {j1 j2 · · · jm},
Km = {k1 k2 · · · km},

where Jm andKm are permutations of Nm, is used to simplify the following
lemmas.

Lemma 4.5.

V (x1, x2, . . . , xm) =
Nm∑
Jm

sgn
{
Nm

Jm

} m∑
r=1

xr−1
jr
.

Proof. The proof follows from the definition of a determinant in
Section 1.2 with aij → xj−1

i . �

Lemma 4.6.

V
(
xj1 , xj2 , . . . , xjm

)
= sgn

{
Nm

Jm

}
V (x1, x2, . . . , xm).

This is Lemma (f) in Section 4.1.8 expressed in the present notation with
n → m.

Lemma 4.7.
Km∑
Jm

F
(
xj1 , xj2 , . . . , xjm

)
=
{
Nm

Jm

} Nm∑
Jm

F
(
xj1 , xj2 , . . . , xjm

)
.

In this lemma, the permutation symbol is used as a substitution operator.
The number of terms on each side is m2.

Illustration. Put m = 2, F (xj1 , xj2) = xj1 + x
2
j2

and denote the left and
right sides of the lemma by P and Q respectively. Then,

P = xk1 + x
2
k1

+ xk2 + x
2
k2

Q =
{

1 2
k1 k2

}
(x1 + x2

1 + x2 + x2
2)

= P.

Theorem.

a.
Nm∑
Jm

(
m∏
r=1

xr−1
jr

)
V
(
xj1 , xj2 , . . . , xjm

)
= [V (x1, x2, . . . , xm)]2,

b.
Km∑
Jm

(
m∏
r=1

xr−1
jr

)
V
(
xj1 , xj2 , . . . , xjm

)
=
[
V
(
xk1 , xk2 , . . . , xkm

)]2.
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Proof. Denote the left side of (a) by Sm. Then, applying Lemma 4.6,

Sm =
Nm∑
Jm

(
m∏
r=1

xr−1
jr

)
sgn

{
Nm

Jm

}
V (x1, x2, . . . , xm)

= V (x1, x2, . . . , xm)
Nm∑
Jm

sgn
{
Nm

Jm

} m∏
r=1

xr−1
jr
.

The proof of (a) follows from Lemma 4.5. The proof of (b) follows by

applying the substitution operation
{
Nm

Jm

}
to both sides of (a). �

This theorem is applied in Section 6.10.4 on the Einstein and Ernst
equations.

4.2 Symmetric Determinants

If A = |aij |n, where aji = aij , then A is symmetric about its principal
diagonal. By simple reasoning,

Aji = Aij ,

Ajs,ir = Air,js,

etc. If an+1−j,n+1−i = aij , then A is symmetric about its secondary diago-
nal. Only the first type of determinant is normally referred to as symmetric,
but the second type can be transformed into the first type by rotation
through 90◦ in either the clockwise or anticlockwise directions. This oper-
ation introduces the factor (−1)n(n−1)/2, that is, there is a change of sign
if n = 4m+ 2 and 4m+ 3, m = 0, 1, 2, . . ..

Theorem. If A is symmetric,∑
ep{p,q,r}

Apq,rs = 0,

where the symbol ep{p, q, r} denotes that the sum is carried out over all
even permutations of {p, q, r}, including the identity permutation.

In this simple case the even permutations are also the cyclic permutations
[Appendix A.2].

Proof. Denote the sum by S. Then, applying the Jacobi identity
(Section 3.6.1),

AS = AApq,rs +AAqr,ps +AArp,qs

=
∣∣∣∣Apr Aps

Aqr Aqs

∣∣∣∣+
∣∣∣∣Aqp Aqs

Arp Ars

∣∣∣∣+
∣∣∣∣Arq Ars

Apq Aps

∣∣∣∣
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=
∣∣∣∣Apr Aps

Aqr Aqs

∣∣∣∣+
∣∣∣∣Apq Aqs

Apr Ars

∣∣∣∣+
∣∣∣∣Aqr Ars

Apq Aps

∣∣∣∣
= 0.

The theorem follows immediately if A �= 0. However, since the identity is
purely algebraic, all the terms in the expansion of S as sums of products
of elements must cancel out in pairs. The identity must therefore be valid
for all values of its elements, including those values for which A = 0. The
theorem is clearly valid if the sum is carried out over even permutations of
any three of the four parameters. �

Notes on skew-symmetric, circulant, centrosymmetric, skew-centrosym-
metric, persymmetric (Hankel) determinants, and symmetric Toeplitz
determinants are given under separate headings.

4.3 Skew-Symmetric Determinants

4.3.1 Introduction
The determinant An = |aij |n in which aji = −aij , which implies aii = 0,
is said to be skew-symmetric. In detail,

An =

∣∣∣∣∣∣∣∣∣∣∣

• a12 a13 a14 . . .
−a12 • a23 a24 . . .
−a13 −a23 • a34 . . .
−a14 −a24 −a34 • . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣∣∣
n

. (4.3.1)

Theorem 4.8. The square of an arbitrary determinant of order n can be
expressed as a symmetric determinant of order n if n is odd or a skew-
symmetric determinant of order n if n is even.

Proof. Let

A = |aij |n.
Reversing the order of the rows,

A = (−1)N |an+1−i,j |n, N =
[n
2

]
. (4.3.2)

Transposing the elements of the original determinant across the secondary
diagonal and changing the signs of the elements in the new rows 2, 4, 6, . . .,

A = (−1)N |(−1)i+1an+1−j,n+1−i|n. (4.3.3)

Hence, applying the formula for the product of two determinants in
Section 1.4,

A2 = |an+1−i,j |n|(−1)i+1an+1−j,n+1−i|n
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= |cij |n,
where

cij =
n∑

r=1

(−1)r+1an+1−i,ran+1−j,n+1−r (put r = n+ 1 − s)

= (−1)n+1
n∑

s=1

(−1)s+1an+1−j,san+1−i,n+1−s

= (−1)n+1cji. (4.3.4)

The theorem follows. �

Theorem 4.9. A skew-symmetric determinant of odd order is identically
zero.

Proof. Let A∗
2n−1 denote the determinant obtained from A2n−1 by

changing the sign of every element. Then, since the number of rows and
columns is odd,

A∗
2n−1 = −A2n−1.

But,

A∗
2n−1 = AT

2n−1 = A2n−1.

Hence,

A2n−1 = 0,

which proves the theorem. �

The cofactor A(2n)
ii is also skew-symmetric of odd order. Hence,

A
(2n)
ii = 0. (4.3.5)

By similar arguments,

A
(2n)
ji = −A(2n)

ij ,

A
(2n−1)
ji = A(2n−1)

ij . (4.3.6)

It may be verified by elementary methods that

A2 = a212, (4.3.7)
A4 = (a12a34 − a13a24 + a14a23)2. (4.3.8)

Theorem 4.10. A2n is the square of a polynomial function of its
elements.

Proof. Use the method of induction. Applying the Jacobi identity
(Section 3.6.1) to the zero determinant A2n−1,∣∣∣∣∣A

(2n−1)
ii A

(2n−1)
ij

A
(2n−1)
ji A

(2n−1)
jj

∣∣∣∣∣ = 0,
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[
A

(2n−1)
ij

]2
= A(2n−1)

ii A
(2n−1)
jj . (4.3.9)

It follows from the section on bordered determinants (Section 3.7.1) that∣∣∣∣∣∣∣∣
x1

A2n−1
...

. . . . . . . . . x2n−1
y1 · · · y2n−1 •

∣∣∣∣∣∣∣∣
2n

= −
2n−1∑
i=1

2n−1∑
j=1

A
(2n−1)
ij xiyj . (4.3.10)

Put xi = ai,2n and yj = −aj,2n. Then, the identity becomes

A2n =
2n−1∑
i=1

2n−1∑
j=1

A
(2n−1)
ij ai,2naj,2n (4.3.11)

=
2n−1∑
i=1

2n−1∑
j=1

[
A

(2n−1)
ii A

(2n−1)
jj

]1/2
ai,2naj,2n

=

[
2n−1∑
i=1

[
A

(2n−1)
ii

]1/2
ai,2n

]2n−1∑
j=1

[
A

(2n−1)
jj

]1/2
aj,2n




=

[
2n−1∑
i=1

[
A

(2n−1)
ii

]1/2
ai,2n

]2

. (4.3.12)

However, each A(2n−1)
ii , 1 ≤ i ≤ (2n− 1), is a skew-symmetric determinant

of even order (2n − 2). Hence, if each of these determinants is the square
of a polynomial function of its elements, then A2n is also the square of a
polynomial function of its elements. But, from (4.3.7), it is known that A2
is the square of a polynomial function of its elements. The theorem follows
by induction. �

This proves the theorem, but it is clear that the above analysis does not
yield a unique formula for the polynomial since not only is each square root
in the series in (4.3.12) ambiguous in sign but each square root in the series
for each A(2n−1)

ii , 1 ≤ i ≤ (2n− 1), is ambiguous in sign.
A unique polynomial for A1/2

2n , known as a Pfaffian, is defined in a later
section. The present section ends with a few theorems and the next section
is devoted to the solution of a number of preparatory lemmas.

Theorem 4.11. If

aji = −aij ,
then

a. |aij + x|2n = |aij |2n,
b. |aij + x|2n−1 = x×

(
the square of a polyomial function
of the elements aij

)
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Proof. Let An = |aij |n and let En+1 and Fn+1 denote determinants
obtained by bordering An in different ways:

En+1 =

∣∣∣∣∣∣∣∣∣

1 1 1 1 · · ·
−x • a12 a13 · · ·
−x −a12 • a23 · · ·
−x −a13 −a23 • · · ·
· · · · · · · · · · · · · · ·

∣∣∣∣∣∣∣∣∣
n+1

and Fn+1 is obtained by replacing the first column of En+1 by the column[
0 − 1 − 1 − 1 · · ·]T

n+1.

Both An and Fn+1 are skew-symmetric. Then,

En+1 = An + xFn+1.

Return to En+1 and perform the column operations

C′
j = Cj −C1, 2 ≤ j ≤ n+ 1,

which reduces every element to zero except the first in the first row and
increases every other element in columns 2 to (n+ 1) by x. The result is

En+1 = |aij + x|n.
Hence, applying Theorems 4.9 and 4.10,

|aij + x|2n = A2n + xF2n+1

= A2n,

|aij + x|2n−1 = A2n−1 + xF2n

= xF2n.

The theorem follows. �

Corollary. The determinant

A = |aij |2n, where aij + aji = 2x,

can be expressed as a skew-symmetric determinant of the same order.

Proof. The proof begins by expressing A in the form

A =

∣∣∣∣∣∣∣∣∣

x a12 a13 a14 · · ·
2x− a12 x a23 a24 · · ·
2x− a13 2x− a23 x a34 · · ·
2x− a14 2x− a24 2x− a34 x · · ·

· · · · · · · · · · · · · · ·

∣∣∣∣∣∣∣∣∣
2n

and is completed by subtracting x from each element. �

Let

An = |aij |n, aji = −aij ,
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and let Bn+1 denote the skew-symmetric determinant obtained by
bordering An by the row[−1 − 1 − 1 · · · − 1 0

]
n+1

below and by the column [
1 1 1 · · · 1 0

]T
n+1

on the right.

Theorem 4.12 (Muir and Metzler). Bn+1 is expressible as a skew-
symmetric determinant of order (n− 1).

Proof. The row and column operations

R′
i = Ri + ainRn+1, 1 ≤ i ≤ n− 1,

C′
j = Cj + ajnCn+1, 1 ≤ j ≤ n− 1,

when performed on Bn+1, result in the elements aij and aji being
transformed into a∗

ij and a∗
ji, where

a∗
ij = aij − ain + ajn, 1 ≤ i ≤ n− 1,

a∗
ji = aji − ajn + ain, 1 ≤ j ≤ n− 1,

= −a∗
ij .

In particular, a∗
in = 0, so that all the elements except the last in both

column n and row n are reduced to zero. Hence, when a Laplace expansion
from the last two rows or columns is performed, only one term survives and
the formula

Bn+1 = |a∗
ij |n−1

emerges, which proves the theorem. When n is even, both sides of this
formula are identically zero. �

4.3.2 Preparatory Lemmas
Let

Bn = |bij |n
where

bij =

{ 1, i < j − 1
0, i = j − 1
−1, i > j − 1.
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In detail,

Bn =

∣∣∣∣∣∣∣∣∣∣∣

−1 • 1 1 · · · 1 1
−1 −1 • 1 · · · 1 1
−1 −1 −1 • · · · 1 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−1 −1 −1 −1 · · · −1 •
−1 −1 −1 −1 · · · −1 −1

∣∣∣∣∣∣∣∣∣∣∣
n

.

Lemma 4.13.

Bn = (−1)n.

Proof. Perform the column operation

C′
2 = C2 −C1

and then expand the resulting determinant by elements from the new C2.
The result is

Bn = −Bn−1 = Bn−2 = · · · = (−1)n−1B1.

But B1 = −1. The result follows. �

Lemma 4.14.

a.
2n∑
k=1

(−1)j+k+1 = 0,

b.
i−1∑
k=1

(−1)j+k+1 = (−1)jδi,even,

c.
2n∑
k=i

(−1)j+k+1 = (−1)j+1δi,even,

where the δ functions are defined in Appendix A.1. All three identities follow
from the elementary identity

q∑
k=p

(−1)k = (−1)pδq−p,even. �

Define the function Eij as follows:

Eij =




(−1)i+j+1, i < j
0, i = j
−(−1)i+j+1, i > j.

Lemma 4.15.

a.
2n∑
k=1

Ejk = (−1)j+1,
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b.
2n∑
k=i

Ejk = (−1)j+1δi,odd, i ≤ j

= (−1)j+1δi,even, i > j

c.
i−1∑
k=1

Ejk = (−1)j+1δi,even, i ≤ j

= (−1)j+1δi,odd, i > j.

Proof. Referring to Lemma 4.14(b,c),

2n∑
k=1

Ejk =
j−1∑
k=1

Ejk + Ejj +
2n∑

k=j+1

Ejk

= −
j−1∑
k=1

(−1)j+k+1 + 0 +
2n∑

k=j+1

(−1)j+k+1

= (−1)j+1(δj,even + δj,odd)
= (−1)j+1,

which proves (a).
If i ≤ j,

2n∑
k=i

Ejk =

[
2n∑
k=1

−
i−1∑
k=1

]
Ejk

= (−1)j+1 +
i−1∑
k=1

(−1)j+k+1

= (−1)j+1(1 − δj,even)
= (−1)j+1δi,odd.

If i > j,
2n∑
k=i

Ejk =
2n∑
k=i

(−1)j+k+1

= (−1)j+1δi,even,

which proves (b).
i−1∑
k=1

Ejk =

[
2n∑
k=1

−
2n∑
k=i

]
Ejk.

Part (c) now follows from (a) and (b). �

Let En be a skew-symmetric determinant defined as follows:

En = |εij |n,
where εij = 1, i < j, and εji = −εij , which implies εii = 0.
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Lemma 4.16.

En = δn,even.

Proof. Perform the column operation

C′
n = Cn +C1,

expand the result by elements from the new Cn, and apply Lemma 4.13

En = (−1)n−1Bn−1 − En−1

= 1 − En−1

= 1 − (1 − En−2)
= En−2 = En−4 = En−6, etc.

Hence, if n is even,

En = E2 = 1

and if n is odd,

En = E1 = 0,

which proves the result. �

Lemma 4.17. The function Eij defined in Lemma 4.15 is the cofactor of
the element εij in E2n.

Proof. Let

λij =
2n∑
k=1

εikEjk.

It is required to prove that λij = δij .

λij =
i−1∑
k=1

εikEjk + 0 +
2n∑

k=i+1

εikEjk

= −
i−1∑
k=1

Ejk +
2n∑

k=i+1

Ejk

=

[
2n∑
k=i

−
i−1∑
k=1

]
Ejk − Eji.

If i < j,

λij = (−1)j+1[δi,odd − δi,even + (−1)i
]

= 0.

If i > j,

λij = (−1)j+1[δi,even − δi,odd − (−1)i
]
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= 0

λii = (−1)i+1[δi,odd − δi,even
]

= 1.

This completes the proofs of the preparatory lemmas. The definition of a
Pfaffian follows. The above lemmas will be applied to prove the theorem
which relates it to a skew-symmetric determinant. �

4.3.3 Pfaffians
The nth-order Pfaffian Pfn is defined by the following formula, which
is similar in nature to the formula which defines the determinant An in
Section 1.2:

Pfn =
∑

sgn

{
1 2 3 4 · · · (2n− 1) 2n
i1 j1 i2 2 · · · in jn

}
2n

ai1j1ai2j2 · · · ainjn
,

(4.3.13)
where the sum extends over all possible distinct terms subject to the
restriction

1 ≤ is < js ≤ n, 1 ≤ s ≤ n.. (4.3.14)

Notes on the permutations associated with Pfaffians are given in
Appendix A.2. The number of terms in the sum is

n∏
s=1

(2s− 1) =
(2n)!
2nn!

. (4.3.15)

Illustrations

Pf1 =
∑

sgn
{
1 2
i j

}
aij (1 term)

= a12,

A2 = [Pf1]2

Pf2 =
∑

sgn
{

1 2 3 4
i1 j1 i2 j2

}
ai1j1ai2j2 (3 terms). (4.3.16)

Omitting the upper parameters,

Pf2 = sgn{1 2 3 4}a12a34 + sgn{1 3 2 4}a13a24 + sgn{1 4 2 3}a14a23
= a12a34 − a13a24 + a14a23

A4 = [Pf2]2. (4.3.17)

These results agree with (4.3.7) and (4.3.8).
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The coefficient of ar,2n, 1 ≤ r ≤ (2n − 1), in Pfn is found by putting
(is, js) = (r, 2n) for any value of s. Choose s = 1. Then, the coefficient is∑

σrai2j2ai3j3 · · · ainjn
,

where

σr = sgn

{
1 2 3 4 . . . (2n− 1) 2n
r 2n i2 j2 . . . in jn

}
2n

= sgn

{
1 2 3 4 . . . (2n− 1) 2n
r i2 j2 i3 . . . jn 2n

}
2n

= sgn

{
1 2 3 4 . . . (2n− 1)
r i2 j2 i3 . . . jn

}
2n−1

(4.3.18)

= (−1)r+1 sgn

{
1 2 3 4 . . . (r − 1)r(r + 1) . . . (2n− 1)
i2 j2 i3 j3 . . . r . . . jn

}
2n−1

, r > 1

= (−1)r+1 sgn

{
1 2 3 4 . . . (r − 1)(r + 1) . . . (2n− 1)
i2 j2 i3 j3 . . . . . . . . . jn

}
2n−2

, r > 1.

From (4.3.18),

σ1 = sgn
{
1 2 3 4 . . . (2n− 1)
1 i2 j2 i3 . . . jn

}
2n−1

= sgn
{

2 3 4 . . . (2n− 1)
i2 j2 i3 . . . jn

}
2n−2

.

Hence,

Pfn =
2n−1∑
r=1

(−1)r+1ar,2nPf
(n)
r , (4.3.19)

where

Pf(n)
r =

∑
sgn

{
1 2 3 4 · · · (r − 1)(r + 1) · · · (2n− 2) (2n− 1)
i2 j2 i3 j3 · · · · · · · · · in jn

}
2n−2

×ai2j2ai3j3 · · · ainjn
, 1 < r ≤ 2n− 1, (4.3.20)

which is a Pfaffian of order (n − 1) in which no element contains the row
parameter r or the column parameter 2n. In particular,

Pf(n)
2n−1 =

∑
sgn

{
1 2 3 4 · · · (2n− 3) (2n− 2)
i2 j2 i3 j3 · · · in jn

}
2n−2

= Pfn−1. (4.3.21)

Thus, a Pfaffian of order n can be expressed as a linear combination of
(2n− 1) Pfaffians of order (n− 1).
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In the particular case in which aij = 1, i < j, denote Pfn by pfn and
denote Pf(n)

r by pf(n)
r .

Lemma.

pfn = 1.

The proof is by induction. Assume pfm = 1, m < n, which implies
pf(n)

r = 1. Then, from (4.3.19),

pfn =
2n−1∑
r=1

(−1)r+1 = 1.

Thus, if every Pfaffian of order m < n is equal to 1, then every Pfaffian of
order n is also equal to 1. But from (4.3.16), pf1 = 1, hence pf2 = 1, which
is confirmed by (4.3.17), pf3 = 1, and so on.
The following important theorem relates Pfaffians to skew-symmetric

determinants.

Theorem.

A2n = [Pfn]2.

The proof is again by induction. Assume

A2m = [Pfm]2, m < n,

which implies

A
(2n−1)
ii =

[
Pf(n)

i

]2
.

Hence, referring to (4.3.9),[
A

(2n−1)
ij

]2 = A(2n−1)
ii A

(2n−1)
jj

=
[
Pf(n)

i Pf(n)
j

]2
A

(2n−1)
ij

Pf(n)
i Pf(n)

j

= ±1 (4.3.22)

for all elements aij for which aji = −aij . Let aij = 1, i < j. Then

A
(2n−1)
ij → E

(2n−1)
ij = (−1)i+j ,

Pf(n)
i → pf(n)

i = 1.

Hence,

A
(2n−1)
ij

Pf(n)
i Pf(n)

j

=
E

(2n−1)
ij

pf(n)
i pf(n)

j

= (−1)i+j , (4.3.23)
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which is consistent with (4.3.22). Hence,

A
(2n−1)
ij = (−1)i+jPf(n)

i Pf(n)
j . (4.3.24)

Returning to (4.3.11) and referring to (4.3.19),

A2n =

[
2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n

]2n−1∑
j=1

(−1)j+1Pf(n)
j aj,2n




=

[
2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n

]2

= [Pfn]2,

which completes the proof of the theorem.

The notation for Pfaffians consists of a triangular array of the elements
aij for which i < j:

Pfn = |a12 a13 a14 · · · a1,2n
a23 a24 · · · a2,2n

a34 · · · a3,2n
. . . . . . . . .
a2n−1,2n

∣∣∣∣∣∣∣∣∣
2n−1

. (4.3.25)

Pfn is a polynomial function of the n(2n− 1) elements in the array.

Illustrations
From (4.3.16), (4.3.17), and (4.3.25),

Pf1 = |a12| = a12,
Pf2 =

∣∣a12 a13 a14
a23 a24

a34

∣∣∣∣∣∣
= a12a34 − a13a24 + a14a23.

It is left as an exercise for the reader to evaluate Pf3 directly from the defini-
tion (4.3.13) with the aid of the notes given in the section on permutations
associated with Pfaffians in Appendix A.2 and to show that

Pf3 =
∣∣ a12 a13 a14 a15 a16

a23 a24 a25 a26
a34 a35 a36

a45 a46
a56

∣∣∣∣∣∣∣∣∣
= a16

∣∣ a23 a24 a25
a34 a35

a45

∣∣∣∣∣∣−
a26
∣∣ a13 a14 a15

a34 a35
a45

∣∣∣∣∣∣+
a36
∣∣ a12 a14 a15

a24 a25
a45

∣∣∣∣∣∣
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−
a46
∣∣ a12 a13 a15

a23 a25
a35

∣∣∣∣∣∣+
a56
∣∣ a12 a13 a14

a23 a24
a34

∣∣∣∣∣∣
=

5∑
r=1

(−1)r+1ar6Pf(3)r , (4.3.26)

which illustrates (4.3.19). This formula can be regarded as an expansion
of Pf3 by the five elements from the fifth column and their associated
second-order Pfaffians. Note that the second of these five Pfaffians, which
is multiplied by a26, is not obtained from Pf3 by deleting a particular row
and a particular column. It is obtained from Pf3 by deleting all elements
whose suffixes include either 2 or 6 whether they be row parameters or
column parameters. The other four second-order Pfaffians are obtained in
a similar manner.
It follows from the definition of Pfn that one of the terms in its expansion

is

+ a12a34a56 · · · a2n−1,2n (4.3.27)

in which the parameters are in ascending order of magnitude. This term is
known as the principal term. Hence, there is no ambiguity in signs in the
relations

Pfn = A1/2
2n

Pf(n)
i =

[
A

(2n−1)
ii

]1/2
. (4.3.28)

Skew-symmetric determinants and Pfaffians appear in Section 5.2 on the
generalized Cusick identities.

Exercises
1. Theorem (Muir and Metzler) An arbitrary determinant An = |aij |n
can be expressed as a Pfaffian of the same order.
Prove this theorem in the particular case in which n = 3 as follows: Let

bij = 1
2 (aij + aji) = bji,

cij = 1
2 (aij − aji) = −cji.

Then

bii = aii,

cii = 0,

aij − bij = cij ,
aij + cji = bij .
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Applying the Laplace expansion formula (Section 3.3) in reverse,

A2
3 =

∣∣∣∣∣∣∣∣∣∣∣

a11 a12 a13
a21 a22 a23
a31 a32 a33

−b31 −b32 −b33 a33 a23 a13
−b21 −b22 −b23 a32 a22 a12
−b11 −b12 −b13 a31 a21 a11

∣∣∣∣∣∣∣∣∣∣∣
.

Now, perform the column and row operations

C′
j = Cj +C7−j , 4 ≤ j ≤ 6,

R′
i = Ri +R7−i, 1 ≤ i ≤ 3,

and show that the resulting determinant is skew-symmetric. Hence,
show that

A3 =
∣∣c12 c13 b13 b12 b11

c23 b23 b22 b21
b33 b32 b31

c23 c13
c12

∣∣∣∣∣∣∣∣∣
.

2. Theorem (Muir and Metzler) An arbitrary determinant of order 2n
can be expressed as a Pfaffian of order n.
Prove this theorem in the particular case in which n = 2 as follows:
Denote the determinant by A4, transpose it and interchange first rows
1 and 2 and then rows 3 and 4. Change the signs of the elements in the
(new) rows 2 and 4. These operations leave the value of the determinant
unaltered. Multiply the initial and final determinants together, prove
that the product is skew-symmetric, and, hence, prove that

A4 =
∣∣(N12,12 +N12,34) (N13,12 +N13,34) (N14,12 +N14,34)

(N23,12 +N23,34) (N24,12 +N24,34)
(N34,12 +N34,34)

∣∣∣∣∣∣ .
where Nij,rs is a retainer minor (Section 3.2.1).

3. Expand Pf3 by the five elements from the first row and their associated
second-order Pfaffians.

4. A skew-symmetric determinant A2n is defined as follows:

A2n = |aij |2n,
where

aij =
xi − xj
xi + xj

.

Prove that the corresponding Pfaffian is given by the formula

Pf2n−1 =
∏

1≤i<j≤2n

aij ,
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that is, the Pfaffian is equal to the product of its elements.

4.4 Circulants

4.4.1 Definition and Notation
A circulant An is denoted by the symbol A(a1, a2, a3, . . . , an) and is defined
as follows:

An = A(a1, a2, a3, . . . , an)

=

∣∣∣∣∣∣∣∣∣

a1 a2 a3 · · · an
an a1 a2 · · · an−1
an−1 an a1 · · · an−2
· · · · · · · · · · · · · · ·
a2 a3 a4 · · · a1

∣∣∣∣∣∣∣∣∣
n

. (4.4.1)

Each row is obtained from the previous row by displacing each element,
except the last, one position to the right, the last element being displaced
to the first position. The name circulant is derived from the circular nature
of the displacements.

An = |aij |n,
where

aij =
{
aj+1−i, j ≥ i,
an+j+1−i, j < i. (4.4.2)

4.4.2 Factors
After performing the column operation

C′
1 =

n∑
j=1

Cj , (4.4.3)

it is easily seen that An has the factor
n∑

r=1
ar but An has other factors.

When all the ar are real, the first factor is real but some of the other
factors are complex.
Let ωr denote the complex number defined as follows and let ω̄r denote

its conjugate:

ωr = exp(2riπ/n) 0 ≤ r ≤ n− 1,
= ωr

1,

ωn
r = 1,

ωrω̄r = 1,
ω0 = 1. (4.4.4)
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ωr is also a function of n, but the n is suppressed to simplify the notation.
The n numbers

1, ωr, ω2
r , . . . , ω

n−1
r (4.4.5)

are the nth roots of unity for any value of r. Two different choices of r give
rise to the same set of roots but in a different order. It follows from the
third line in (4.4.4) that

n−1∑
s=0

ωs
r = 0, 0 ≤ r ≤ n− 1. (4.4.6)

Theorem.

An =
n−1∏
r=0

n∑
s=1

ωs−1
r as.

Proof. Let

zr =
n∑

s=1

ωs−1
r as

= a1 + ωra2 + ω2
ra3 + · · · + ωn−1

r an, ωn
r = 1. (4.4.7)

Then,

ωrzr = an + ωra1 + ω2
ra2 + · · · + ωn−1

r an−1
ω2
rzr = an−1 + ωran + ω2

ra1 + · · · + ωn−1
r an−2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ωn−1
r zr = a2 + ωra3 + ω2

ra4 + · · · + ωn−1
r a1


 . (4.4.8)

Express An in column vector notation and perform a column operation:

An =
∣∣C1 C2 C3 · · ·Cn

∣∣
=
∣∣C′

1 C2 C3 · · ·Cn

∣∣,
where

C′
1 =

n∑
j=1

ωj−1
r Cj

=



a1
an
an−1
...
a2


+ ωr



a2
a1
an
...
a3


+ ω2

r



a3
a2
a1
...
a4


+ · · · + ωn−1

r



an
an−1
an−2
...
a1




= zrWr,

where

Wr =
[
1 ωr ω2

r · · ·ωn−1
r

]T
. (4.4.9)
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Hence,

A = zr
∣∣Wr C2 C3 · · ·Cn

∣∣. (4.4.10)

It follows that each zr, 0 ≤ r ≤ n− 1, is a factor of An. Hence,

An = K
n−1∏
r=0

zr, (4.4.11)

but since An and the product are homogeneous polynomials of degree n
in the ar, the factor K must be purely numerical. It is clear by comparing
the coefficients of an1 on each side that K = 1. The theorem follows from
(4.4.7). �

Illustration. When n = 3, ωr = exp(2riπ/3), ω3
r = 1.

ω0 = 1,
ω = ω1 = exp(2iπ/3),

ω2 = exp(4iπ/3) = ω2
1 = ω2 = ω̄,

ω2
2 = ω1 = ω.

Hence,

A3 =

∣∣∣∣∣∣
a1 a2 a3
a3 a1 a2
a2 a3 a1

∣∣∣∣∣∣
= (a1 + a2 + a3)(a1 + ω1a2 + ω2

1a3)(a1 + ω2a2 + ω2
2a3)

= (a1 + a2 + a3)(a1 + ωa2 + ω2a3)(a1 + ω2a2 + ωa3). (4.4.12)

Exercise. Factorize A4.

4.4.3 The Generalized Hyperbolic Functions
Define a matrix W as follows:

W =
[
ω(r−1)(s−1)]

n
(ω = ω1)

=




1 1 1 1 · · · 1
1 ω ω2 ω3 · · · ωn−1

1 ω2 ω4 ω6 · · · ω2n−2

1 ω3 ω6 ω9 · · · ω3n−3

· · · · · · · · · · · · · · · · · ·
1 ωn−1 ω2n−2 ω3n−3 · · · ω(n−1)2



n

. (4.4.13)

Lemma 4.18.

W−1 =
1
n
W.

Proof.

W =
[
ω−(r−1)(s−1)]

n
.
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Hence,

WW = [αrs]n,

where

αrs =
n∑

t=1

ω(r−1)(t−1)−(t−1)(s−1)

=
n∑

t=1

ω(t−1)(r−s),

αrr = n. (4.4.14)

Put k = r − s, s �= r. Then, referring to (4.4.6),

αrs =
n∑

t=1

ω(t−1)k (ωk = ωk
1 = ωk)

=
n∑

t=1

ωt−1
k

= 0, s �= r. (4.4.15)

Hence,

[αrs] = nI,
WW = nI.

The lemma follows. �

The n generalized hyperbolic functions Hr, 1 ≤ r ≤ n, of the (n − 1)
independent variables xr, 1 ≤ r ≤ n−1, are defined by the matrix equation

H =
1
n
WE, (4.4.16)

where H and E are column vectors defined as follows:

H =
[
H1 H2 H3 . . . Hn

]T
,

E =
[
E1 E2 E3 . . . En

]T
,

Er = exp

[
n−1∑
t=1

ω(r−1)txt

]
, 1 ≤ r ≤ n. (4.4.17)

Lemma 4.19.
n∏

r=1

Er = 1.

Proof. Referring to (4.4.15),
n∏

r=1

Er =
n∏

r=1

exp

[
n−1∑
t=1

ω(r−1)txt

]
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= exp

[
n∑

r=1

n−1∑
t=1

ω(r−1)txt

]

= exp

[
n−1∑
t=1

xt

n∑
r=1

ω(r−1)t

]

= exp(0).

The lemma follows. �

Theorem.

A = A(H1, H2, H3, . . . , Hn) = 1.

Proof. The definition (4.4.16) implies that

A(H1, H2, H3, . . . , Hn) =



H1 H2 H3 · · · Hn

Hn H1 H2 · · · Hn−1
Hn−1 Hn H1 · · · Hn−2
· · · · · · · · · · · · · · ·
H2 H3 H4 · · · H1



n

=W−1diag
(
E1 E2 E3 . . . En

)
W. (4.4.18)

Taking determinants,

A(H1, H2, H3, . . . , Hn) =
∣∣W−1W

∣∣ n∏
r=1

Er.

The theorem follows from Lemma 4.19. �

Illustrations
When n = 2, ω = exp(iπ) = −1.

W =
[
1 1
1 −1

]
,

W−1 = 1
2W,

Er = exp[(−1)r−1x1], r = 1, 2.

Let x1 → x; then,

E1 = ex,
E2 = e−x,[

H1
H2

]
=

1
2

[
1 1
1 −1

] [
ex

e−x

]
,

H1 = chx,
H2 = shx,
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the simple hyperbolic functions;

A(H1, H2) =
∣∣∣∣H1 H2
H2 H1

∣∣∣∣ = 1. (4.4.19)

When n = 3, ωr = exp(2riπ/3),

ω3
r = 1,
ω = ω1 = exp(2iπ/3),
ω2 = ω̄,
ωω̄ = 1.

W =


 1 1 1
1 ω ω2

1 ω2 ω


 ,

W−1 = 1
3W,

Er = exp

[
2∑

t=0

ω(r−1)txt

]

= exp
[
ωr−1x1 + ω2r−2x2

]
.

Let (x1, x2) → (x, y). Then,

E1 = exp(x+ y),
E2 = exp(ωx+ ω̄y),
E3 = exp(ω̄x+ ωy) = Ē2. (4.4.20)


H1
H2
H3


 = 1

3


 1 1 1
1 ω ω̄
1 ω̄ ω




E1
E2
E3


 , (4.4.21)

H1 = 1
3

[
ex+y + eωx+ω̄y + eω̄x+ωy

]
,

H2 = 1
3

[
ex+y + ωeωx+ω̄y + ω̄eω̄x+ωy

]
,

H3 = 1
3

[
ex+y + ω̄eωx+ω̄y + ωeω̄x+ωy

]
. (4.4.22)

Since the complex terms appear in conjugate pairs, all three functions are
real:

A(H1, H2, H3) =

∣∣∣∣∣∣
H1 H2 H3
H3 H1 H2
H2 H3 H1

∣∣∣∣∣∣ = 1. (4.4.23)

A bibliography covering the years 1757–1955 on higher-order sine func-
tions, which are closely related to higher-order or generalized hyperbolic
functions, is given by Kaufman. Further notes on the subject are given by
Schmidt and Pipes, who refer to the generalized hyperbolic functions as
cyclical functions and by Izvercianu and Vein who refer to the generalized
hyperbolic functions as Appell functions.
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Exercises
1. Prove that when n = 3 and (x1, x2) → (x, y),

∂

∂x
[H1, H2, H3] = [H2, H3, H1],

∂

∂y
[H1, H2, H3] = [H3, H1, H2]

and apply these formulas to give an alternative proof of the particular
circulant identity

A(H1, H2, H3) = 1.

If y = 0, prove that

H1 =
∞∑
r=0

x3r

(3r)!
,

H2 =
∞∑
r=0

x3r+2

(3r + 2)!
,

H3 =
∞∑
r=0

x3r+1

(3r + 1)!
.

2. Apply the partial derivative method to give an alternative proof of the
general circulant identity as stated in the theorem.

4.5 Centrosymmetric Determinants

4.5.1 Definition and Factorization
The determinant An = |aij |n, in which

an+1−i,n+1−j = aij (4.5.1)

is said to be centrosymmetric. The elements in row (n+1− i) are identical
with those in row i but in reverse order; that is, if

Ri =
[
ai1 ai2 . . . ai,n−1 ain

]
,

then

Rn+1−i =
[
ain ai,n−1 . . . ai2 ai1

]
.

A similar remark applies to columns. An is unaltered in form if it is trans-
posed first across one diagonal and then across the other, an operation
which is equivalent to rotating An in its plane through 180◦ in either di-
rection. An is not necessarily symmetric across either of its diagonals. The
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most general centrosymmetric determinant of order 5 is of the form

A5 =

∣∣∣∣∣∣∣∣∣

a1 a2 a3 a4 a5
b1 b2 b3 b4 b5
c1 c2 c3 c2 c1
b5 b4 b3 b2 b1
a5 a4 a3 a2 a1

∣∣∣∣∣∣∣∣∣
. (4.5.2)

Theorem. Every centrosymmetric determinant can be factorized into two
determinants of lower order. A2n has factors each of order n, whereas
A2n+1 has factors of orders n and n+ 1.

Proof. In the row vector

Ri +Rn+1−i =
[
(ai1 + ain)(ai2 + ai,n−1) · · · (ai,n−1 + ai2)(ain + ai1)

]
,

the (n + 1 − j)th element is identical to the jth element. This suggests
performing the row and column operations

R′
i = Ri +Rn+1−i, 1 ≤ i ≤ [ 12n] ,

C′
j = Cj −Cn+1−j ,

[ 1
2 (n+ 1)

]
+ 1 ≤ j ≤ n,

where
[1
2n
]
is the integer part of 1

2n. The result of these operations is
that an array of zero elements appears in the top right-hand corner of An,
which then factorizes by applying a Laplace expansion (Section 3.3). The
dimensions of the various arrays which appear can be shown clearly using
the notation Mrs, etc., for a matrix with r rows and s columns. 0rs is an
array of zero elements.

A2n =
∣∣∣∣Rnn 0nn
Snn Tnn

∣∣∣∣
2n

= |Rnn| |Tnn|, (4.5.3)

A2n+1 =
∣∣∣∣R∗

n+1,n+1 0n+1,n
S∗
n,n+1 T∗

nn

∣∣∣∣
2n+1

= |R∗
n+1,n+1| |T∗

nn|. (4.5.4)

�

The method of factorization can be illustrated adequately by factorizing
the fifth-order determinant A5 defined in (4.5.2).

A5 =

∣∣∣∣∣∣∣∣∣

a1 + a5 a2 + a4 2a3 a4 + a2 a5 + a1
b1 + b5 b2 + b4 2b3 b4 + b2 b5 + b1
c1 c2 c3 c2 c1
b5 b4 b3 b2 b1
a5 a4 a3 a2 a1

∣∣∣∣∣∣∣∣∣



4.5 Centrosymmetric Determinants 87

=

∣∣∣∣∣∣∣∣∣

a1 + a5 a2 + a4 2a3 • •
b1 + b5 b2 + b4 2b3 • •
c1 c2 c3 • •
b5 b4 b3 b2 − b4 b1 − b5
a5 a4 a3 a2 − a4 a1 − a5

∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣
a1 + a5 a2 + a4 2a3
b1 + b5 b2 + b4 2b3
c1 c2 c3

∣∣∣∣∣∣
∣∣∣∣ b2 − b4 b1 − b5
a2 − a4 a1 − a5

∣∣∣∣
= 1

2 |E| |F|, (4.5.5)

where

E =


 a1 a2 a3
b1 b2 b3
c1 c2 c3


+


 a5 a4 a3
b5 b4 b3
c1 c2 c3


 ,

F =
[
b2 b1
a2 a1

]
−
[
b4 b5
a4 a5

]
. (4.5.6)

Two of these matrices are submatrices of A5. The other two are submatrices
with their rows or columns arranged in reverse order.

Exercise. If a determinant An is symmetric about its principal diagonal
and persymmetric (Hankel, Section 4.8) about its secondary diagonal, prove
analytically that An is centrosymmetric.

4.5.2 Symmetric Toeplitz Determinants
The classical Toeplitz determinant An is defined as follows:

An = |ai−j |n

=

∣∣∣∣∣∣∣∣∣∣∣

a0 a−1 a−2 a−3 · · · a−(n−1)
a1 a0 a−1 a−2 · · · · · ·
a2 a1 a0 a−1 · · · · · ·
a3 a2 a1 a0 · · · · · ·
· · · · · · · · · · · · · · · · · ·
an−1 · · · · · · · · · · · · a0

∣∣∣∣∣∣∣∣∣∣∣
n

.

The symmetric Toeplitz determinant Tn is defined as follows:

Tn = |t|i−j||n

=

∣∣∣∣∣∣∣∣∣∣∣

t0 t1 t2 t3 · · · tn−1
t1 t0 t1 t2 · · · · · ·
t2 t1 t0 t1 · · · · · ·
t3 t2 t1 t0 · · · · · ·
· · · · · · · · · · · · · · · · · ·
tn−1 · · · · · · · · · · · · t0

∣∣∣∣∣∣∣∣∣∣∣
n

, (4.5.7)
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which is centrosymmetric and can therefore be expressed as the prod-
uct of two determinants of lower order. Tn is also persymmetric about
its secondary diagonal.
Let An, Bn, and En denote Hankel matrices defined as follows:

An =
[
ti+j−2

]
n
,

Bn =
[
ti+j−1

]
n
,

En =
[
ti+j

]
n
. (4.5.8)

Then, the factors of Tn can be expressed as follows:

T2n−1 = 1
2 |Tn−1 −En−1| |Tn +An|,

T2n = |Tn +Bn| |Tn −Bn|. (4.5.9)

Let

Pn = 1
2 |Tn −En| = 1

2 |t|i−j| − ti+j |n,
Qn = 1

2 |Tn +An| = 1
2 |t|i−j| + ti+j−2|n,

Rn = 1
2 |Tn +Bn| = 1

2 |t|i−j| + ti+j−1|n,
Sn = 1

2 |Tn −Bn| = 1
2 |t|i−j| − ti+j−1|n, (4.5.10)

Un = Rn + Sn,
Vn = Rn − Sn. (4.5.11)

Then,

T2n−1 = 2Pn−1Qn,

T2n = 4RnSn

= U2
n − V 2

n . (4.5.12)

Theorem.

a. T2n−1 = Un−1Un − Vn−1Vn,
b. T2n = PnQn + Pn−1Qn+1.

Proof. Applying the Jacobi identity (Section 3.6),∣∣∣∣T (n)
11 T

(n)
1n

T
(n)
n1 T

(n)
nn

∣∣∣∣ = TnT (n)
1n,1n.

But

T
(n)
11 = T (n)

nn = Tn−1,

T
(n)
n1 = T (n)

1n ,

T
(n)
1n,1n = Tn−2.

Hence,

T 2
n−1 = TnTn−2 +

(
T

(n)
1n

)2
. (4.5.13)
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The element t2n−1 does not appear in Tn but appears in the bottom right-
hand corner of Bn. Hence,

∂Rn

∂t2n−1
= Rn−1,

∂Sn
∂t2n−1

= −Sn−1. (4.5.14)

The same element appears in positions (1, 2n) and (2n, 1) in T2n. Hence,
referring to the second line of (4.5.12),

T
(2n)
1,2n =

1
2
∂T (2n)

∂t2n−1

= 2
∂

∂t2n−1
(RnSn)

= 2(Rn−1Sn −RnSn−1). (4.5.15)

Replacing n by 2n in (4.5.13),

T 2
2n−1 = T2nT2n−2 +

(
T

(2n)
1,2n

)2
= 4
[
4RnSnRn−1Sn−1 + (Rn−1Sn −RnSn−1)2

]
= 4(Rn−1Sn +RnSn−1)2.

The sign of T2n−1 is decided by putting t0 = 1 and tr = 0, r > 0. In that
case, Tn = In, Bn = On, Rn = Sn = 1

2 . Hence, the sign is positive:

T2n−1 = 2(Rn−1Sn +RnSn−1). (4.5.16)

Part (a) of the theorem follows from (4.5.11).
The element t2n appears in the bottom right-hand corner of En but does

not appear in either Tn or An. Hence, referring to (4.5.10),

∂Pn
∂t2n

= −Pn−1,

∂Qn

∂t2n
= Qn−1. (4.5.17)

T
(2n+1)
1,2n+1 =

1
2
∂T2n+1

∂t2n

=
∂

∂t2n
(PnQn+1)

= PnQn − Pn−1Qn+1. (4.5.18)

Return to (4.5.13), replace n by 2n+ 1, and refer to (4.5.12):

T 2
2n = T2n+1T2n−1 +

(
T

(2n+1)
1,2n+1

)2
= 4PnQn+1Pn−1Qn + (PnQn − Pn−1Qn+1)2

= (PnQn + Pn−1Qn+1)2. (4.5.19)
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When t0 = 1, tr = 0, r > 0, T2n = 1, En = On, An = diag[1 0 0 . . . 0].
Hence, Pn = 1

2 , Qn = 1, and the sign of T2n is positive, which proves part
(b) of the theorem. �

The above theorem is applied in Section 6.10 on the Einstein and Ernst
equations.

Exercise. Prove that

T
(n)
12 = T (n)

n−1,n = T (n+1)
1n;1,n+1.

4.5.3 Skew-Centrosymmetric Determinants
The determinant An = |aij |n is said to be skew-centrosymmetric if

an+1−i,n+1−j = −aij .
In A2n+1, the element at the center, that is, in position (n + 1, n + 1), is
necessarily zero, but in A2n, no element is necessarily zero.

Exercises
1. Prove that A2n can be expressed as the product of two determinants of

order n which can be written in the form (P +Q)(P −Q) and hence as
the difference between two squares.

2. Prove that A2n+1 can be expressed as a determinant containing an
(n+ 1) × (n+ 1) block of zero elements and is therefore zero.

3. Prove that if the zero element at the center of A2n+1 is replaced by x,
then A2n+1 can be expressed in the form x(p+ q)(p− q).

4.6 Hessenbergians

4.6.1 Definition and Recurrence Relation
The determinant

Hn = |aij |n,
where aij = 0 when i− j > 1 or when j − i > 1 is known as a Hessenberg
determinant or simply a Hessenbergian. If aij = 0 when i − j > 1, the
Hessenbergian takes the form

Hn =

∣∣∣∣∣∣∣∣∣∣∣∣∣

a11 a12 a13 · · · a1,n−1 a1n
a21 a22 a23 · · · a2,n−1 a2n

a32 a33 · · · · · · · · ·
a43 · · · · · · · · ·

· · · · · · · · ·
an−1,n−1 an−1,n
an,n−1 ann

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

. (4.6.1)
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If aij = 0 when j − i > 1, the triangular array of zero elements appears
in the top right-hand corner. Hn can be expressed neatly in column vector
notation.
Let

Cjr =
[
a1j a2j a3j . . . arj On−r

]T
n
, (4.6.2)

where Oi represents an unbroken sequence of i zero elements. Then

Hn =
∣∣C12 C23 C34 . . .Cn−1,n Cnn

∣∣
n
. (4.6.3)

Hessenbergians satisfy a simple recurrence relation.

Theorem 4.20.

Hn = (−1)n−1
n−1∑
r=0

(−1)rpr+1,nHr, H0 = 1,

where

pij =
{
aijaj,j−1aj−1,j−2 · · · ai+2,i+1ai+1,i, j > i
aii, j = i.

Proof. Expanding Hn by the two nonzero elements in the last row,

Hn = annHn−1 − an,n−1Kn−1,

where Kn−1 is a determinant of order (n− 1) whose last row also contains
two nonzero elements. Expanding Kn−1 in a similar manner,

Kn−1 = an−1,nHn−2 − an−1,n−2Kn−2,

where Kn−2 is a determinant of order (n− 2) whose last row also contains
two nonzero elements. The theorem appears after these expansions are
repeated a sufficient number of times. �

Illustration.

H5 =
∣∣C12C23C34C45C55

∣∣ = a55H4 − a54
∣∣C12C23C34C54

∣∣,∣∣C12C23C34C54
∣∣ = a45H3 − a43

∣∣C12C23C53
∣∣,∣∣C12C23C53

∣∣ = a35H2 − a32
∣∣C12C52

∣∣,∣∣C12C52
∣∣ = a25H1 − a21a15H0.

Hence,

H5 = a55H4 − (a45a54)H3 + (a35a54a43)H2

−(a25a54a43a32)H1 + (a15a54a43a32a21)H0

= p55H4 − p45H3 + p35H2 − p25H1 + p15H0.

Muir and Metzler use the term recurrent without giving a definition of the
term. A recurrent is any determinant which satisfies a recurrence relation.
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4.6.2 A Reciprocal Power Series
Theorem 4.21. If

∞∑
r=0

(−1)rψntr =

[ ∞∑
r=0

φrt
r

]−1

, φ0 = ψ0 = 1,

then

ψr =

∣∣∣∣∣∣∣∣∣∣∣

φ1 φ0
φ2 φ1 φ0
φ3 φ2 φ1 φ0
. . . . . . . . . . . . . . . . . . . . .
φn−1 φn−2 . . . . . . φ1 φ0
φn φn−1 . . . . . . φ2 φ1

∣∣∣∣∣∣∣∣∣∣∣
n

,

which is a Hessenbergian.

Proof. The given equation can be expressed in the form

(φ0 + φ1t+ φ2t
2 + φ3t

3 + · · ·)(ψ0 − ψ1t+ ψ2t
2 − ψ3t

3 + · · ·) = 1.

Equating coefficients of powers of t,
n∑

i=0

(−1)i+1φiψn−i = 0 (4.6.4)

from which it follows that

φn =
n∑

i=1

(−1)i+1φn−iψi. (4.6.5)

In some detail,

φ0ψ1 = φ1

φ1ψ1 − φ0ψ2 = φ2

φ2ψ1 − φ1ψ2 + φ0ψ3 = φ3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

φn−1ψ1 − φn−2ψ2 + · · · + (−1)n+1φ0ψn = φn.

These are n equations in the n variables (−1)r−1ψr, 1 ≤ r ≤ n, in which
the determinant of the coefficients is triangular and equal to 1. Hence,

(−1)n−1ψn =

∣∣∣∣∣∣∣∣∣∣∣

φ0 φ1
φ1 φ0 φ2
φ2 φ1 φ0 φ3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φn−2 φn−3 φn−4 · · · φ1 φ0 φn−1
φn−1 φn−2 φn−3 · · · φ2 φ1 φn

∣∣∣∣∣∣∣∣∣∣∣
n

.

The proof is completed by transferring the last column to the first position,
an operation which introduces the factor (−1)n−1. �
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In the next theorem, φm and ψm are functions of x.

Theorem 4.22. If

φ′
m = (m+ a)Fφm−1, F = F (x),

then

ψ′
m = (a+ 2 −m)Fψm−1.

Proof. It follows from (4.6.4) that

ψn =
n∑

i=1

(−1)i+1φiψn−i. (4.6.6)

It may be verified by elementary methods that

ψ′
1 = (a+ 1)Fψ0,

ψ′
2 = aFψ1,

ψ′
3 = (a− 1)Fψ2,

etc., so that the theorem is known to be true for small values of m. Assume
it to be true for 1 ≤ m ≤ n − 1 and apply the method of induction.
Differentiating (4.6.6),

ψ′
n =

n∑
i=1

(−1)i+1(φ′
iψn−i + φiψ′

n−i)

= F
n∑

i=1

(−1)i+1[(i+ a)φi−1ψn−i + (a+ 2 − n+ i)φiψn−1−i]

= F (S1 + S2 + S3),

where

S1 =
n∑

i=1

(−1)i+1(i+ a)φi−1ψn−i,

S2 = (a+ 2 − n)
n∑

i=1

(−1)i+1φiψn−1−i,

S3 =
n∑

i=1

(−1)i+1iφiψn−1−i.

Since the i = n terms in S2 and S3 are zero, the upper limits in these sums
can be reduced to (n− 1). It follows that

S2 = (a+ 2 − n)ψn−1.
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Also, adjusting the dummy variable in S1 and referring to (4.6.4) with
n → n− 1,

S1 =
n−1∑
i=0

(−1)i(i+ 1 + a)φiψn−1−i

=
n−1∑
i=1

(−1)iiφiψn−1−i + (1 + a)
n−1∑
i=0

(−1)iφiψn−1−i

= −S3.

Hence, ψ′
n = (a + 2 − n)Fψn−1, which is equivalent to the stated result.

Note that if φ′
m = (m− 1)φm−1, then ψ′

m = −(m− 1)ψm−1. �

4.6.3 A Hessenberg–Appell Characteristic Polynomial
Let

An = |aij |n,
where

aij =

{ aj−i+1, j ≥ i,
−j, j = i− 1,
0, otherwise.

In some detail,

An =

∣∣∣∣∣∣∣∣∣∣∣∣∣

a1 a2 a3 a4 · · · an−1 an
−1 a1 a2 a3 · · · an−2 an−1

−2 a1 a2 · · · · · · · · ·
−3 a1 · · · · · · · · ·

· · · · · · · · ·
a1 a2

−(n− 1) a1

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

. (4.6.7)

Applying the recurrence relation in Theorem 4.20,

An = (n− 1)!
n−1∑
r=0

an−rAr

r!
, n ≥ 1, A0 = 1. (4.6.8)

Let Bn(x) denote the characteristic polynomial of the matrix An:

Bn =
∣∣An − xI∣∣. (4.6.9)

This determinant satisfies the recurrence relation

Bn = (n− 1)!
n−1∑
r=0

bn−rBr

r!
, n ≥ 1, B0 = 1, (4.6.10)

where

b1 = a1 − x,
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br = ar, r > 1.

Bn(0) = An,

B
(n)
ij (0) = A(n)

ij . (4.6.11)

Theorem 4.23.

a. B′
n = −nBn−1.

b.
n∑

r=1

A(n)
rr = nAn−1.

c. Bn =
n∑

r=0

(
n
r

)
Ar(−x)n−r.

Proof.

B1 = −x+A1,

B2 = x2 − 2A1x+A2,

B3 = −x3 + 3A1x
2 − 3A2x+A3, (4.6.12)

etc., which are Appell polynomials (Appendix A.4) so that (a) is valid for
small values of n. Assume that

B′
r = −rBr−1, 2 ≤ r ≤ n− 1,

and apply the method of induction.
From (4.6.10),

Bn = (n− 1)!
n−2∑
r=0

an−rBr

r!
+ (a1 − x)Bn−1,

B′
n = −(n− 1)!

n−2∑
r=1

an−rrBr−1

r!
− (n− 1)(a1 − x)Bn−2 −Bn−1

= −(n− 1)!
n−2∑
r=1

an−rBr−1

(r − 1)!
− (n− 1)(a1 − x)Bn−2 −Bn−1

= −(n− 1)!
n−3∑
r=0

an−1−rBr

r!
− (n− 1)(a1 − x)Bn−2 −Bn−1

= −(n− 1)!
n−2∑
r=0

bn−1−rBr

r!
−Bn−1

= −(n− 1)Bn−1 −Bn−1

= −nBn−1,

which proves (a).
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The proof of (b) follows as a corollary since, differentiating Bn by
columns,

B′
n = −

n∑
r=1

B(n)
rr .

The given result follows from (4.6.11).
To prove (c), differentiate (a) repeatedly, apply the Maclaurin formula,

and refer to (4.6.11) again:

B(r)
n =

(−1)rn!Bn−r

(n− r)! ,

Bn =
n∑

r=0

B
(r)
n (0)
r!

xr

=
n∑

r=0

(
n
r

)
An−r(−x)r.

Put r = n − s and the given formula appears. It follows that Bn is an
Appell polynomial for all values of n. �

Exercises
1. Let

An = |aij |n,
where

aij =

{
ψj−i+1, j ≥ i,
j, j = i− 1,
0, otherwise.

Prove that if An satisfies the Appell equation A′
n = nAn−1 for small

values of n, then An satisfies the Appell equation for all values of n and
that the elements must be of the form

ψ1 = x+ α1,

ψm = αm, m > 1,

where the α’s are constants.
2. If

An = |aij |n,
where

aij =

{
φj−i, j ≥ i,
−j, j = i− 1,
0, otherwise,
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and where

φ′
m = (m+ 1)φm−1, φ0 = constant,

prove that

A′
n = n(n− 1)An−1.

3. Prove that

n∏
r=1

∣∣∣∣ 1 arx
−1 1

∣∣∣∣ =
∣∣∣∣∣∣∣∣∣

1 b12x b13x
2 · · · · · · b1,n+1x

n

−1 1 b23x · · · · · · b2,n+1x
n−1

−1 1 · · · · · · b3,n+1x
n−2

· · · · · · · · · · · ·
−1 1

∣∣∣∣∣∣∣∣∣
n+1

,

where

bij =
j−1∏
r=i

ar.

4. If

Un =

∣∣∣∣∣∣∣∣∣

u′ u′′/2! u′′′/3! u(4)/4! · · ·
u u′ u′′/2! u′′′/3! · · ·

u u′ u′′/2! · · ·
u u′ · · ·

· · · · · ·

∣∣∣∣∣∣∣∣∣
n

,

prove that

Un+1 = u′Un − uU ′
n

n+ 1
. (Burgmeier)

4.7 Wronskians

4.7.1 Introduction
Let yr = yr(x), 1 ≤ r ≤ n, denote n functions each with derivatives of
orders up to (n − 1). These functions are said to be linearly dependent if
there exist coefficients λr, independent of x and not all zero, such that

n∑
r=1

λryr = 0 (4.7.1)

for all values of x.

Theorem 4.24. The necessary condition that the functions yr be linearly
dependent is that ∣∣y(i−1)

j

∣∣
n
= 0

identically.
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Proof. Equation (4.7.1) together with its first (n − 1) derivatives form
a set of n homogeneous equations in the n coefficients λr. The condition
that not all the λr be zero is that the determinant of the coefficients of the
λr be zero, that is, ∣∣∣∣∣∣∣

y1 y2 · · · yn
y′
1 y′

2 · · · y′
n

. . . . . . . . . . . . . . . . . . . . . . . . . . .
y
(n−1)
1 y

(n−1)
2 · · · y

(n−1)
n

∣∣∣∣∣∣∣ = 0

for all values of x, which proves the theorem. �

This determinant is known as the Wronskian of the n functions yr and is
denoted byW (y1, y2, . . . , yn), which can be abbreviated toWn orW where
there is no risk of confusion. After transposition, Wn can be expressed in
column vector notation as follows:

Wn =W (y1, y2, . . . , yn) =
∣∣C C′ C′′ · · ·C(n−1)

∣∣
where

C =
[
y1 y2 · · · yn

]T
. (4.7.2)

If Wn �= 0, identically the n functions are linearly independent.

Theorem 4.25. If t = t(x),

W (ty1, ty2, . . . , tyn) = tnW (y1, y2, . . . , yn).

Proof.

W (ty1, ty2, . . . , tyn) =
∣∣(tC) (tC)′ (tC)′′ · · · (tC)(n−1)

∣∣
=
∣∣K1 K2 K3 · · ·Kn

∣∣,
where

Kj = (tC)(j−1) = Dj−1(tC), D =
d

dx
.

Recall the Leibnitz formula for the (j − 1)th derivative of a product and
perform the following column operations:

K′
j = Kj + t

j−1∑
s=1

(
j − 1
s

)
Ds

(
1
t

)
Kj−s, j = n, n− 1, . . . , 3.2.

= t
j−1∑
s=0

(
j − 1
s

)
Ds

(
1
t

)
Kj−s

= t
j−1∑
s=0

(
j − 1
s

)
Ds

(
1
t

)
Dj−1−s(tC)

= tD(j−1)(C)
= tC(j−1).
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Hence,

W (ty1, ty2, . . . , tyn) =
∣∣(tC) (tC′) (tC′′) · · · (tC(n−1))

∣∣
= tn

∣∣C C′ C′′ · · ·C(n−1)
∣∣.

The theorem follows. �

Exercise. Prove that
dnx

dyn
=

(−1)n+1W{y′′, (y2)′′, (y3)′′ . . . (yn−1)′′}
1!2!3! · · · (n− 1)!(y′)n(n+1)/2 ,

where y′ = dy/dx, n ≥ 2. (Mina)

4.7.2 The Derivatives of a Wronskian
The derivative of Wn with respect to x, when evaluated in column vector
notation, consists of the sum of n determinants, only one of which has
distinct columns and is therefore nonzero. That determinant is the one
obtained by differentiating the last column:

W ′
n =

∣∣C C′ C′′ · · ·C(n−3) C(n−2) C(n)
∣∣.

Differentiating again,

W ′′
n =

∣∣C C′ C′′ · · ·C(n−3) C(n−1) C(n)
∣∣

+
∣∣C C′ C′′ · · ·C(n−3) C(n−2) C(n+1)

∣∣, (4.7.3)

etc. There is no simple formula for W (r)
n . In some detail,

W ′
n =

∣∣∣∣∣∣∣∣
y1 y′

1 · · · y
(n−2)
1 y

(n)
1

y2 y′
2 · · · y

(n−2)
2 y

(n)
2

. . . . . . . . . . . . . . . . . . . . . . . . . .
yn y′

n · · · y
(n−2)
n y

(n)
n

∣∣∣∣∣∣∣∣
n

. (4.7.4)

The first (n − 1) columns of W ′
n are identical with the corresponding

columns of Wn. Hence, expanding W ′
n by elements from its last column,

W ′
n =

n∑
r=1

y(n)
r W (n)

rn . (4.7.5)

Each of the cofactors in the sum is itself a Wronskian of order (n− 1):

W (n)
rn = (−1)r+nW (y1, y2, . . . , yr−1, yr+1, . . . , yn). (4.7.6)

W ′
n is a cofactor of Wn+1:

W ′
n = −W (n+1)

n+1,n. (4.7.7)

Repeated differentiation of a Wronskian of order n is facilitated by adopting
the notation

Wijk...r =
∣∣C(i) C(j) C(k) · · ·C(r)

∣∣
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= 0 if the parameters are not distinct
W ′

ijk...r = the sum of the determinants obtained by increasing
the parameters one at a time by 1 and discarding
those determinants with two identical parameters. (4.7.8)

Illustration. Let

W =
∣∣C C′ C′′∣∣ =W012.

Then

W ′ =W013,

W ′′ =W014 +W023,

W ′′′ =W015 + 2W024 +W123,

W (4) =W016 + 3W025 + 2W034 + 3W124,

W (5) =W017 + 4W026 + 5W035 + 6W125 + 5W134, (4.7.9)

etc. Formulas of this type appear in Sections 6.7 and 6.8 on the K dV and
KP equations.

4.7.3 The Derivative of a Cofactor

In order to determine formulas for (W (n)
ij )′, it is convenient to change the

notation used in the previous section.
Let

W = |wij |n,
where

wij = y
(j−1)
i = Dj−1(yi), D =

d

dx
,

and where the yi are arbitrary (n− 1) differentiable functions.
Clearly,

w′
ij = wi,j+1.

In column vector notation,

Wn =
∣∣C1 C2 · · ·Cn

∣∣,
where

Cj =
[
y
(j−1)
1 y

(j−1)
2 · · · y(j−1)

n

]T
,

C′
j = Cj+1.

Theorem 4.26.

a.
(
W

(n)
ij

)′ = −W (n)
i,j−1 −W (n+1)

i,n+1;jn.

b.
(
W

(n)
i1

)′ = −W (n+1)
i,n+1;1n.
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c.
(
W

(n)
in

)′ = −W (n)
i,n−1.

Proof. Let Zi denote the n-rowed column vector in which the element
in row i is 1 and all the other elements are zero.
Then

W
(n)
ij =

∣∣C1 · · ·Cj−2 Cj−1 Zi Cj+1 · · ·Cn−1 Cn

∣∣
n
, (4.7.10)(

W
(n)
ij

)′ = ∣∣C1 · · ·Cj−2 Cj Zi Cj+1 · · ·Cn−1 Cn

∣∣
n

+
∣∣C1 · · ·Cj−2 Cj−1 Zi Cj+1 · · ·Cn−1 Cn+1

∣∣
n
. (4.7.11)

Formula (a) follows after Cj and Zi in the first determinant are inter-
changed. Formulas (b) and (c) are special cases of (a) which can be proved
by a similar method but may also be obtained from (a) by referring to the
definition of first and second cofactors. Wi0 = 0; Wrs,tt = 0. �

Lemma. When 1 ≤ j, s ≤ n,
n∑

r=0

wr,s+1W
(n)
rj =



Wn, s = j − 1, j �= 1,
−W (n+1)

n+1,j , s = n,
0, otherwise.

The first and third relations are statements of the sum formula for
elements and cofactors (Section 2.3.4):

n∑
r=1

wr,n+1W
(n)
rj =

∣∣C1 C2 · · ·Cj−1 Cn+1 Cj+1 · · ·Cn

∣∣
n

= (−1)n−j
∣∣C1 C2 · · ·Cj−1 Cj+1 · · ·Cn Cn+1

∣∣
n
.

The second relation follows.

Theorem 4.27. ∣∣∣∣∣ W
(n)
ij W

(n)
in

W
(n+1)
n+1,j W

(n+1)
n+1,n

∣∣∣∣∣ =WnW
(n+1)
i,n+1;jn.

This identity is a particular case of Jacobi variant (B) (Section 3.6.3)
with (p, q) → (j, n), but the proof which follows is independent of the
variant.

Proof. Applying double-sum relation (B) (Section 3.4),

(
W ij

n

)′ = −
n∑

r=1

n∑
s=1

w′
rsW

is
n W

rj
n .

Reverting to simple cofactors and applying the above lemma,(
W

(n)
ij

Wn

)′

= − 1
W 2

n

∑
r

∑
s

w′
rsW

(n)
is W

(n)
rj
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= − 1
W 2

n

∑
s=j−1,n

W
(n)
is

∑
r

wr,s+1W
(n)
rj ,

Wn

(
W

(n)
ij

)′ −W (n)
ij W

′
n = −WnW

(n)
i,j−1 +W

(n)
in W

(n+1)
n+1,j .

Hence, referring to (4.7.7) and Theorem 4.26(a),

W
(n)
ij W

(n+1)
n+1,n −W (n)

in W
(n+1)
n+1,j = −Wn

[
(W (n)

ij )′ +W (n)
i,j−1

]
=WnW

(n+1)
i,n+1;jn,

which proves Theorem 4.27. �

4.7.4 An Arbitrary Determinant
Since the functions yi are arbitrary, we may let yi be a polynomial of degree
(n− 1). Let

yi =
n∑

r=1

airx
r−1

(r − 1)!
, (4.7.12)

where the coefficients air are arbitrary. Furthermore, since x is arbitrary,
we may let x = 0 in algebraic identities. Then,

wij = y
(j−1)
i (0)

= aij . (4.7.13)

Hence, an arbitrary determinant An = |aij |n can be expressed in the
form (Wn)x=0 and any algebraic identity which is satisfied by an arbitrary
Wronskian is valid for An.

4.7.5 Adjunct Functions
Theorem.

W (y1, y2, . . . , yn)W (W 1n,W 2n, . . . ,Wnn) = 1.

Proof. Since∣∣C C′ C′′ · · ·C(n−2) C(r)
∣∣ = { 0, 0 ≤ r ≤ n− 2

W, r = n− 1,

it follows by expanding the determinant by elements from its last column
and scaling the cofactors that

n∑
i=1

y
(r)
i W in = δr,n−1.

Let

εrs =
n∑

i=1

y
(r)
i (W in)(s). (4.7.14)
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Then,

ε′rs = εr+1,s + εr,s+1 (4.7.15)

and

εr0 = δr,n−1. (4.7.16)

Differentiating (4.7.16) repeatedly and applying (4.7.15), it is found that

εrs =
{
0, r + s < n− 1
(−1)s, r + s = n− 1. (4.7.17)

Hence,

W (y1, y2, . . . , yn)W (W 1n,W 2n, . . . ,Wnn)

=

∣∣∣∣∣∣∣
y1 y2 · · · yn
y′
1 y′

2 · · · y′
n

. . . . . . . . . . . . . . . . . . . . . . . . . . .
y
(n−1)
1 y

(n−1)
2 · · · y

(n−1)
n

∣∣∣∣∣∣∣
n

∣∣∣∣∣∣∣
W 1n (W 1n)′ · · · (W 1n)(n−1)

W 2n (W 2n)′ · · · (W 2n)(n−1)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Wnn (Wnn)′ · · · (Wnn)(n−1)

∣∣∣∣∣∣∣
n

=

∣∣∣∣∣∣∣∣∣∣∣

ε00 ε01 ε02 · · · · · · ε0,n−2 ε0,n−1
ε10 ε11 ε12 · · · ε1,n−3 ε1,n−2 �
ε20 ε21 ε22 · · · ε2,n−3 � �
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
εn−2,0 εn−2,1 � · · · � � �
εn−1,0 � � · · · � � �

∣∣∣∣∣∣∣∣∣∣∣
n

. (4.7.18)

From (4.7.17), it follows that those elements which lie above the secondary
diagonal are zero: those on the secondary diagonal from bottom left to top
right are

1,−1, 1, . . . , (−1)n+1

and the elements represented by the symbol � are irrelevant to the value of
the determinant, which is 1 for all values of n. The theorem follows. �

The set of functions {W 1n,W 2n, . . . ,Wnn} are said to be adjunct to the
set {y1, y2, . . . , yn}.
Exercise. Prove that

W (y1, y2, . . . , yn)W (W r+1,n,W r+2,n, . . . ,Wnn) =W (y1, y2, . . . , yr),
1 ≤ r ≤ n− 1,

by raising the order of the second Wronskian from (n−r) to n in a manner
similar to that employed in the section of the Jacobi identity.

4.7.6 Two-Way Wronskians
Let

Wn = |f (i+j−2)|n = |Di+j−2f |n, D =
d

dx
,
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=

∣∣∣∣∣∣∣∣∣

f f ′ f ′′ · · · f (n−1)

f ′ f ′′ f ′′′ · · · · · ·
f ′′ f ′′′ f (4) · · · · · ·
· · · · · · · · · · · · · · ·

f (n−1) · · · · · · · · · f (2n−2)

∣∣∣∣∣∣∣∣∣
n

. (4.7.19)

Then, the rows and columns satisfy the relation

R′
i = Ri+1,

C′
j = Cj+1, (4.7.20)

which contrasts with the simple Wronskian defined above in which only one
of these relations is valid. Determinants of this form are known as two-way
or double Wronskians. They are also Hankelians. A more general two-way
Wronskian is the determinant

Wn =
∣∣Di−1

x Dj−1
y (f)

∣∣
n

(4.7.21)

in which

Dx(Ri) = Ri+1,

Dy(Cj) = Cj+1. (4.7.22)

Two-way Wronskians appear in Section 6.5 on Toda equations.

Exercise. Let A and B denote Wronskians of order n whose columns are
defined as follows:

In A,

C1 =
[
1 x x2 · · ·xn−1], Cj = Dx(Cj−1).

In B,

C1 =
[
1 y y2 · · · yn−1], Cj = Dy(Cj−1).

Now, let E denote the hybrid determinant of order n whose first r columns
are identical with the first r columns of A and whose last s columns are
identical with the first s columns of B, where r + s = n. Prove that

E =
[
0! 1! 2! · · · (r − 1)!

][
0! 1! 2! · · · (s− 1)!

]
(y − x)rs. (Corduneanu)

4.8 Hankelians 1

4.8.1 Definition and the φm Notation
A Hankel determinant An is defined as

An = |aij |n,
where

aij = f(i+ j). (4.8.1)
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It follows that

aji = aij ,

so that Hankel determinants are symmetric, but it also follows that

ai+k,j−k = aij , k = ±1,±2, . . . . (4.8.2)

In view of this additional property, Hankel determinants are described as
persymmetric. They may also be called Hankelians.
A single-suffix notation has an advantage over the usual double-suffix

notation in some applications.
Put

aij = φi+j−2. (4.8.3)

Then,

An =

∣∣∣∣∣∣∣∣∣

φ0 φ1 φ2 · · · φn−1
φ1 φ2 φ3 · · · φn
φ2 φ3 φ4 · · · φn+1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φn−1 φn φn+1 · · · φ2n−2

∣∣∣∣∣∣∣∣∣
n

, (4.8.4)

which may be abbreviated to

An = |φm|n, 0 ≤ m ≤ 2n− 2. (4.8.5)

In column vector notation,

An =
∣∣C0 C1 C2 · · ·Cn−1

∣∣
n
,

where

Cj =
[
φj φj+1 φj+2 · · ·φj+n−1

]T
, 0 ≤ j ≤ n− 1. (4.8.6)

The cofactors satisfy Aji = Aij , but Aij �= F (i + j) in general, that is,
adjA is symmetric but not Hankelian except possibly in special cases.
The elements φ2 and φ2n−4 each appear in three positions in An. Hence,

the cofactor ∣∣∣∣∣∣∣
φ2 · · · φn−1
...

...
φn−1 · · · φ2n−4

∣∣∣∣∣∣∣ (4.8.7)

also appears in three positions in An, which yields the identities

A
(n)
12;n−1,n = A(n)

1n,1n = A(n)
n−1,n;12.

Similarly

A
(n)
123;n−2,n−1,n = A(n)

12n;1,n,n−1 = A(n)
1n,n−1;12n = A(n)

n−2,n−1,n;123. (4.8.8)
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Let

An = |φi+j−2|n = |φm|n, 0 ≤ m ≤ 2n− 2,

Bn = |xi+j−2φi+j−2|n = |xmφm|n, 0 ≤ m ≤ 2n− 2.
(4.8.9)

Lemma.

a. Bn = xn(n−1)An.
b. B(n)

ij = xn(n−1)−(i+j−2)A
(n)
ij .

c. Bij
n = x−(i+j−2)Aij

n .

Proof of (a). Perform the following operations on Bn: Remove the factor
xi−1 from row i, 1 ≤ i ≤ n, and the factor xj−1 from column j, 1 ≤ j ≤ n.
The effect of these operations is to remove the factor xi+j−2 from the
element in position (i, j).
The result is

Bn = x2(1+2+3+···+n−1)An,

which yields the stated result. Part (b) is proved in a similar manner, and
(c), which contains scaled cofactors, follows by division. �

4.8.2 Hankelians Whose Elements are Differences
The h difference operator ∆h is defined in Appendix A.8.

Theorem.

|φm|n = |∆m
h φ0|n;

that is, a Hankelian remains unaltered in value if each φm is replaced by
∆m

h φ0.

Proof. First Proof. Denote the determinant on the left by A and perform
the row operations

R′
i =

i−1∑
r=0

(−h)r
(
i− 1
r

)
Ri−r, i = n, n− 1, n− 2, . . . , 2, (4.8.10)

on A. The result is

A =
∣∣∆i−1

h φj−1
∣∣
n
. (4.8.11)

Now, restore symmetry by performing the same operations on the columns,
that is,

C′
j =

j−1∑
r=0

(−h)r
(
j − 1
r

)
Cj−r, j = n, n− 1, n− 2, . . . , 2. (4.8.12)

The theorem appears. Note that the values of i and j are taken in
descending order of magnitude.
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The second proof illustrates the equivalence of row and column op-
erations on the one hand and matrix-type products on the other
(Section 2.3.2).

Second Proof. Define a triangular matrix P(x) as follows:

P(x) =
[(
i− 1
j − 1

)
xi−j

]
n

=




1
x 1
x2 2x 1
x3 3x2 3x 1
. . . . . . . . . . . . . . . .



n

. (4.8.13)

Since |P(x)| = |PT (x)| = 1 for all values of x.

A = |P(−h)APT (−h)|n
=
∣∣∣∣(−h)i−j

(
i− 1
j − 1

)∣∣∣∣
n

|φi+j−2|n
∣∣∣∣(−h)j−i

(
j − 1
i− 1

)∣∣∣∣
n

= |αij |n (4.8.14)

where, applying the formula for the product of three determinants at the
end of Section 3.3.5,

αij =
i∑

r=1

j∑
s=1

(−h)i−r

(
i− 1
r − 1

)
φr+s−2(−h)j−s

(
j − 1
s− 1

)

=
i−1∑
r=0

(
i− 1
r

)
(−h)i−1−r

j−1∑
s=0

(
j − 1
s

)
(−h)j−1−sφr+s

=
i−1∑
r=0

(
i− 1
r

)
(−h)i−1−r∆j−1

h φr

= ∆j−1
h

i−1∑
r=0

(
i− 1
r

)
(−h)i−1−rφr

= ∆j−1
h ∆i−1

h φ0

= ∆i+j−2
n φ0. (4.8.15)

The theorem follows. Simple differences are obtained by putting
h = 1. �

Exercise. Prove that
n∑

r=1

n∑
s=1

hr+s−2Ars(x) = A11(x− h).
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4.8.3 Two Kinds of Homogeneity
The definitions of a function which is homogeneous in its variables and of
a function which is homogeneous in the suffixes of its variables are given in
Appendix A.9.

Lemma. The determinant An = |φm|n is
a. homogeneous of degree n in its elements and
b. homogeneous of degree n(n− 1) in the suffixes of its elements.

Proof. Each of the n! terms in the expansion of An is of the form

±φ1+k1−2φ2+k2−2 · · ·φn+kn−2,

where {kr}n1 is a permutation of {r}n1 . The number of factors in each term
is n, which proves (a). The sum of the suffixes in each term is

n∑
r=1

(r + kr − 2) = 2
n∑

r=1

r − 2n

= n(n− 1),

which is independent of the choice of {kr}n1 , that is, the sum is the same
for each term, which proves (b). �

Exercise. Prove that A(n)
ij is homogeneous of degree (n−1) in its elements

and homogeneous of degree (n2−n+2−i−j) in the suffixes of its elements.
Prove also that the scaled cofactor Aij

n is homogeneous of degree (−1) in
its elements and homogeneous of degree (2 − i − j) in the suffixes of its
elements.

4.8.4 The Sum Formula
The sum formula for general determinants is given in Section 3.2.4. The
sum formula for Hankelians can be expressed in the form

n∑
m=1

φm+r−2A
ms
n = δrs, 1 ≤ r, s ≤ n. (4.8.16)

Exercise. Prove that, in addition to the sum formula,

a.
n∑

m=1

φm+n−1A
(n)
im = −A(n+1)

i,n+1 , 1 ≤ i ≤ n,

b.
n∑

m=1

φm+nA
(n)
im = A(n+1)

1n ,

where the cofactors are unscaled. Show also that there exist further sums
of a similar nature which can be expressed as cofactors of determinants of
orders (n+ 2) and above.
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4.8.5 Turanians
A Hankelian in which aij = φi+j−2+r is called a Turanian by Karlin and
Szegö and others.
Let

T (n,r) =




|φm+r|n, 0 ≤ m ≤ 2n− 2,
|φm|n, r ≤ m ≤ 2n− 2 + r,∣∣∣∣∣∣

φr · · · φn−1+r

. . . . . . . . . . . . . . . . . . . . . .
φn−1+r · · · φ2n−2+r

∣∣∣∣∣∣
n∣∣Cr Cr+1 Cr+2 · · ·Cn−1+r

∣∣.
(4.8.17)

Theorem 4.28.∣∣∣∣T (n,r+1) T (n,r)

T (n,r) T (n,r−1)

∣∣∣∣ = T (n+1,r−1)T (n−1,r+1).

Proof. Denote the determinant by T . Then, each of the Turanian ele-
ments in T is of order n and is a minor of one of the corner elements in
T (n+1,r−1). Applying the Jacobi identity (Section 3.6),

T =

∣∣∣∣∣T
(n+1,r−1)
11 T

(n+1,r−1)
1,n+1

T
(n+1,r−1)
n+1,1 T

(n+1,r−1)
n+1,n+1

∣∣∣∣∣
= T (n+1,r−1)T

(n+1,r−1)
1,n+1;1,n+1

= T (n+1,r−1)T (n−1,r+1),

which proves the theorem. �

Let

An = T (n,0) = |φi+j−2|n,
Fn = T (n,1) = |φi+j−1|n,
Gn = T (n,2) = |φi+j |n. (4.8.18)

Then, the particular case of the theorem in which r = 1 can be expressed
in the form

AnGn −An+1Gn−1 = F 2
n . (4.8.19)

This identity is applied in Section 4.12.2 on generalized geometric series.
Omit the parameter r in T (n,r) and write Tn.

Theorem 4.29. For all values of r,∣∣∣∣∣T
(n)
11 T

(n+1)
1,n+1

T
(n)
n1 T

(n+1)
n,n+1

∣∣∣∣∣− TnT (n+1)
1n;1,n+1 = 0.
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Proof. The identity is a particular case of Jacobi variant (A) (Sec-
tion 3.6.3), ∣∣∣∣∣T

(n)
ip T

(n+1)
i,n+1

T
(n)
jp T

(n+1)
j,n+1

∣∣∣∣∣− TnT (n+1)
ij;p,n+1 = 0, (4.8.20)

where (i, j, p) = (1, n, 1).
Let

An = T (n,r),

Bn = T (n,r+1).

Then Theorem 4.29 is satisfied by both An and Bn. �

Theorem 4.30. For all values of r,

a. AnB
(n+1)
n+1,n −BnA

(n+1)
n+1,n +An+1Bn−1 = 0.

b. Bn−1A
(n+1)
n+1,n −AnB

(n)
n,n−1 +An−1Bn = 0.

Proof.

Bn = (−1)nA(n+1)
1,n+1,

B
(n+1)
n+1,n = (−1)nA(n+1)

n1 ,

Bn−1 = (−1)n−1A
(n)
1n

= (−1)nA(n+1)
n,n+1;1,n+1,

A
(n+1)
1n;n,n+1 = A(n)

1,n−1

= (−1)n−1B
(n)
n,n−1. (4.8.21)

Denote the left-hand side of (a) by Yn. Then, applying the Jacobi identity
to An+1,

(−1)nYn =

∣∣∣∣∣A
(n+1)
n1 A

(n+1)
n,n+1

A
(n+1)
n+1,1 A

(n+1)
n+1,n+1

∣∣∣∣∣−An+1A
(n+1)
n,n+1;1,n+1

= 0,

which proves (a).
The particular case of (4.8.20) in which (i, j, p) = (n, 1, n) and T is

replaced by A is ∣∣∣∣∣An−1 A
(n+1)
n,n+1

A
(n)
1n A

(n+1)
1,n+1

∣∣∣∣∣−AnA
(n+1)
n1;n,n+1 = 0. (4.8.22)

The application of (4.8.21) yields (b). �

This theorem is applied in Section 6.5.1 on Toda equations.
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4.8.6 Partial Derivatives with Respect to φm

In An, the elements φm, φ2n−2−m, 0 ≤ m ≤ n− 2, each appear in (m+ 1)
positions. The element φn−1 appears in n positions, all in the secondary
diagonal. Hence, ∂An/∂φm is the sum of a number of cofactors, one for
each appearance of φm. Discarding the suffix n,

∂A

∂φm
=

∑
p+q=m+2

Apq. (4.8.23)

For example, when n ≥ 4,

∂A

∂φ3
=
∑

p+q=5

Apq

= A41 +A32 +A23 +A14.

By a similar argument,

∂Aij

∂φm
=

∑
p+q=m+2

Aip,jq, (4.8.24)

∂Air,js

∂φm
=

∑
p+q=m+2

Airp,jsq. (4.8.25)

Partial derivatives of the scaled cofactors Aij and Air,js can be obtained
from (4.8.23)–(4.8.25) with the aid of the Jacobi identity:

∂Aij

∂φm
= −

∑
p+q=m+2

AiqApj (4.8.26)

=
∑

p+q=m+2

∣∣∣∣ Aij Aiq

Apj •
∣∣∣∣ . (4.8.27)

The proof is simple.

Lemma.

∂Air,js

∂φm
=

∑
p+q=m+2

∣∣∣∣∣∣
Aij Ais Aiq

Arj Ars Arq

Apj Aps •

∣∣∣∣∣∣ , (4.8.28)

which is a development of (4.8.27).

Proof.
∂Air,js

∂φm
=

1
A2

[
A
∂Air,js

∂φm
−Air,js

∂A

∂φm

]

=
1
A2

∑
p,q

[
AAirp,jsq −Air,jsApq

]
=
∑
p,q

[
Airp,jsq −Air,jsApq

]
. (4.8.29)
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The lemma follows from the second-order and third-order Jacobi identi-
ties. �

4.8.7 Double-Sum Relations
When An is a Hankelian, the double-sum relations (A)–(D) in Section 3.4
with fr = gr = 1

2 can be expressed as follows. Discarding the suffix n,

A′

A
= D(logA) =

2n−2∑
m=0

φ′
m

∑
p+q=m+2

Apq, (A1)

(Aij)′ = −
2n−2∑
m=0

φ′
m

∑
p+q=m+2

AipAjq, (B1)

2n−2∑
m=0

φm
∑

p+q=m+2

Apq = n, (C1)

2n−2∑
m=0

φm
∑

p+q=m+2

AipAjq = Aij . (D1)

Equations (C1) and (D1) can be proved by putting aij = φi+j−2 in (C)
and (D), respectively, and rearranging the double sum, but they can also
be proved directly by taking advantage of the first kind of homogeneity of
Hankelians and applying the Euler theorem in Appendix A.9.
An and A(n)

ij are homogeneous polynomial functions of their elements of
degrees n and n− 1, respectively, so that Aij

n is a homogeneous function of
degree (−1). Hence, denoting the sums in (C1) and (D1) by S1 and S2,

AS1 =
2n−2∑
m=0

φm
∂A

∂φm

= nA,

S2 = −
2n−2∑
m=0

φm
∂Aij

∂φm

= Aij .

which prove (C1) and (D1).

Theorem 4.31.
2n−2∑
m=1

mφm
∑

p+q=m+2

Apq = n(n− 1), (C2)



4.8 Hankelians 1 113

2n−2∑
m=1

mφm
∑

p+q=m+1

AipAjq = (i+ j − 2)Aij . (D2)

These can be proved by putting aij = φi+j−2 and fr = gr = r− 1 in (C)
and (D), respectively, and rearranging the double sum, but they can also
be proved directly by taking advantage of the second kind of homogeneity
of Hankelians and applying the modified Euler theorem in Appendix A.9.

Proof. An and Aij
n are homogeneous functions of degree n(n − 1) and

(2 − i − j), respectively, in the suffixes of their elements. Hence, denoting
the sums by S1 and S2. respectively,

AS1 =
2n−2∑
m=1

mφm
∂A

∂φm

= n(n− 1)A,

S2 = −
2n−2∑
m=1

mφm
∂Aij

∂φm

= −(2 − i− j)Aij .

The theorem follows. �

Theorem 4.32.
n∑

r=1

n∑
s=1

(r + s− 2)φr+s−3A
rs = 0, (E)

which can be rearranged in the form

2n−2∑
m=1

mφm−1

∑
p+q=m+2

Apq = 0 (E1)

and
n∑

r=1

n∑
s=1

(r + s− 2)φr+s−3A
irAsj = iAi+1,j + jAi,j+1

= 0, (i, j) = (n, n).

(F)

which can be rearranged in the form

2n−2∑
m=1

mφm−1

∑
p+q=m+2

AipAjq = iAi+1,j + jAi,j+1

= 0, (i, j) = (n, n).

(F1)
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Proof of (F). Denote the sum by S and apply the Hankelian relation
φr+s−3 = ar,s−1 = ar−1,s.

S =
n∑

s=1

(s− 1)Asj
n∑

r=1

ar,s−1A
ir +

n∑
r=1

(r − 1)Air
n∑

s=1

ar−1,sA
sj

=
n∑

s=1

(s− 1)Asjδs−1,i +
n∑

r=1

(r − 1)Airδr−1,j .

The proof of (F) follows. Equation (E) is proved in a similar manner. �

Exercises
Prove the following:

1.
∑

p+q=m+2

Aij,pq = 0.

2.
2n−2∑
m=0

φm
∑

q+q=m+2

Aip,jq = (n− 1)Aij .

3.
2n−2∑
m=1

mφm
∑

p+q=m+2

Aip,jq = (n2 − n− i− j + 2)Aij .

4.
2n−2∑
m=0

φm
∑

p+q=m+2

Aijp,hkq = nAij,hk.

5.
2n−2∑
m=1

mφm
∑

p+q=m+2

Aijp,hkq = (n2 − n− i− j − h− k − 4)Aij,hk.

6.
2n−2∑
m=1

mφm−1

∑
p+q=m+2

Aijp,hkq

= iAi+1,j;hk + jAi,j+1;hk + hAij;h+1,k + kAij;h,k+1.

7.
2n−2∑
m=0

∑
p+q=m+2

φp+r−1φq+r−1A
pq = φ2r, 0 ≤ r ≤ n− 1.

8.
2n−2∑
m=1

m
∑

p+q=m+2

φp+r−1φq+r−1A
pq = 2rφ2r, 0 ≤ r ≤ n− 1.

9. Prove that

n−1∑
r=1

rAr+1,j
n∑

m=1

φm+r−2A
im = iAi+1,j

by applying the sum formula for Hankelians and, hence, prove (F1)
directly. Use a similar method to prove (E1) directly.
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4.9 Hankelians 2

4.9.1 The Derivatives of Hankelians with Appell Elements
The Appell polynomial

φm =
m∑
r=0

(
m
r

)
αrx

m−r (4.9.1)

and other functions which satisfy the Appell equation

φ′
m = mφm−1, m = 1, 2, 3, . . . , (4.9.2)

play an important part in the theory of Hankelians. Extensive notes on
these functions are given in Appendix A.4.

Theorem 4.33. If

An = |φm|n, 0 ≤ m ≤ 2n− 2,

where φm satisfies the Appell equation, then

A′
n = φ′

0A
(n)
11 .

Proof. Split off the m = 0 term from the double sum in relation (A1) in
Section 4.8.7:

A′

A
= φ′

0

∑
p+q=2

Apq +
2n−2∑
m=1

φ′
m

∑
p+q=m+2

Apq

= φ′
0A

11 +
2n−2∑
m=1

mφm−1

∑
p+q=m+2

Apq.

The theorem follows from (E1) and remains true if the Appell equation is
generalized to

φ′
m = mFφm−1, F = F (x). (4.9.3)

�

Corollary. If φm is an Appell polynomial, then φ0 = α0 = constant, A′ =
0, and, hence, A is independent of x, that is,

|φm(x)|n = |φm(0)|n = |αm|n, 0 ≤ m ≤ 2n− 2. (4.9.4)

This identity is one of a family of identities which appear in Section 5.6.2
on distinct matrices with nondistinct determinants.

If φm satisfies (4.9.3) and φ0 = constant, it does not follows that φm is
an Appell polynomial. For example, if

φm = (1 − x2)−m/2Pm,
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where Pm is the Legendre polynomial, then φm satisfies (4.9.3) with

F = (1 − x2)−3/2

and φ0 = P0 = 1, but φm is not a polynomial. These relations are applied
in Section 4.12.1 to evaluate |Pm|n.

Examples
1. If

φm =
1

m+ 1

k∑
r=1

br{f(x) + cr}m+1,

where
k∑

r=1
br = 0, br and cr are independent of x, and k is arbitrary,

then

φ′
m = mf ′(x)φm−1,

φ0 =
k∑

r=1

brcr = constant.

Hence, A = |φm|n is independent of x.
2. If

φm(x, ξ) =
1

m+ 1
[
(ξ + x)m+1 − c(ξ − 1)m+1 + (c− 1)ξm+1],

then
∂φm
∂ξ

= mφm−1,

φ0 = x+ c.

Hence, A is independent of ξ. This relation is applied in Section 4.11.4
on a nonlinear differential equation.

Exercises
1. Denote the three cube roots of unity by 1, ω, and ω2, and letA = |φm|n,

0 ≤ m ≤ 2n− 2, where

a. φm =
1

3(m+ 1)
[
(x+ b+ c)m+1 + ω(x+ ωc)m+1 + ω2(x+ ω2c)m+1],

b. φm =
1

3(m+ 1)
[
(x+ b+ c)m+1 + ω2(x+ ωc)m+1 + ω(x+ ω2c)m+1],

c. φm =
1

3(m+ 1)(m+ 2)
[
(x+ c)m+2 + ω2(x+ ωc)m+2 + ω(x+ ω2c)m+2].

Prove that φm and hence also A is real in each case, and that in cases
(a) and (b), A is independent of x, but in case (c), A′ = cA11.
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2. The Yamazaki–Hori determinant An is defined as follows:

An = |φm|n, 0 ≤ m ≤ 2n− 2,

where

φm =
1

m+ 1
[
p2(x2 − 1)m+1 + q2(y2 − 1)m+1], p2 + q2 = 1.

Let

Bn = |ψm|n, 0 ≤ m ≤ 2n− 2,

where

ψm =
φm

(x2 − y2)m+1 .

Prove that

∂ψm
∂x

= mFψm−1,

where

F = −2x(y2 − 1)
(x2 − y2)2 .

Hence, prove that

∂Bn

∂x
= FB(n)

11 ,

(x2 − y2)∂An

∂x
= 2x

[
n2An − (y2 − 1)A(n)

11

]
.

Deduce the corresponding formulas for ∂Bn/∂y and ∂An/∂y and hence
prove that An satisfies the equation(

x2 − 1
x

)
zx +

(
y2 − 1
y

)
zy = 2n2z.

3. If An = |φm|n, 0 ≤ m ≤ 2n−2, where φm satisfies the Appell equation,
prove that

a. (Aij
n )

′ = −φ′
0A

i1
n A

j1
n − (iAi+1,j

n + jAi,j+1
n ), (i, j) �= (n, n),

b. (Ann
n )′ = −φ′

0(A
1n
n )2.

4. Apply Theorem 4.33 and the Jacobi identity to prove that

(
An

An−1

)′
= φ′

0

(
A

(n)
1n

An−1

)2

.

Hence, prove (3b).
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5. If

An = |φm|n, 0 ≤ m ≤ 2n− 2,

Fn = |φm|n, 1 ≤ m ≤ 2n− 1,

Gn = |φm|n, 2 ≤ m ≤ 2n,

where φm is an Appell polynomial, apply Exercise 3a in which the
cofactors are scaled to prove that

D(A(n)
ij ) = −(iA(n)

i+1,j + jA
(n)
i,j+1

)
in which the cofactors are unscaled. Hence, prove that

a. Dr(Fn) = (−1)n+rr!A(n+1)
r+1,n+1, 0 ≤ r ≤ n;

b. Dn(Fn) = n!An;
c. Fn is a polynomial of degree n;
d. Dr(Gn) = (−1)rr!

∑
p+q=r+2

A
(n+1)
pq , 0 ≤ r ≤ 2n;

e. D2n(Gn) = (2n)!An;
f. Gn is a polynomial of degree 2n.

6. Let Bn denote the determinant of order (n+ 1) obtained by bordering
An(0) by the row

R =
[
1 − x x2 − x3 · · · (−x)n−1 •]

n+1

at the bottom and the column RT on the right. Prove that

Bn = −
2n−2∑
r=0

(−x)r
∑

p+q=r+2

A(n)
pq (0).

Hence, by applying a formula in the previous exercise and then the
Maclaurin expansion formula, prove that

Bn = −Gn−1.

7. Prove that

Dr(Aij) =
(−1)rr!

(i− 1)!(j − 1)!

r∑
s=0

(i+ r − s− 1)!(j + s− 1)!
s!(r − s)! Ai+r−s,j+s.

8. Apply the double-sum relation (A1) in Section 4.8.7 to prove that Gn

satisfies the differential equation

2n−1∑
m=0

(−1)mφmDm+1(Gn)
m!

= 0.
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4.9.2 The Derivatives of Turanians with Appell and Other
Elements

Let

T = T (n,r) =
∣∣Cr Cr+1 Cr+2 · · ·Cr+n−1

∣∣
n
, (4.9.5)

where

Cj =
[
φj φj+1 φj+2 · · ·φj+n−1

]T
,

φ′
m = mFφm−1.

Theorem 4.34.

T ′ = rF
∣∣Cr−1 Cr+1 Cr+2 · · ·Cr+n−1

∣∣.
Proof.

C′
j = F

(
jCj−1 +C∗

j

)
,

where

C∗
j =

[
0 φj 2φj+1 3φj+2 · · · (n− 1)φj+n−2

]T
.

Hence,

T ′ =
r+n−1∑
j=r

∣∣Cr Cr+1 · · ·Cj−1 C′
j · · ·Cr+n−1

∣∣

= F
r+n−1∑
j=r

∣∣Cr Cr+1 · · ·Cj−1(jCj−1 +C∗
j ) · · ·Cr+n−1

∣∣
= rF

∣∣Cr−1 Cr+1 Cr+2 · · ·Cr+n−1
∣∣

+F
r+n−1∑
j=r

∣∣Cr Cr+1 · · ·C∗
j · · ·Cr+n−1

∣∣
after discarding determinants with two identical columns. The sum is zero
by Theorem 3.1 in Section 3.1 on cyclic dislocations and generalizations.
The theorem follows. �

The column parameters in the above definition of T are consecutive. If
they are not consecutive, the notation

Tj1j2...jn
=
∣∣Cj1 Cj2 · · ·Cjr

· · ·Cjn

∣∣ (4.9.6)

is convenient.

T ′
j1j2...jn

= F
n∑

r=1

jr
∣∣Cj1 Cj2 · · ·C(jr−1) · · ·Cjn

∣∣. (4.9.7)

Higher derivatives may be found by repeated application of this formula,
but no simple formula for Dk(Tj1j2...jn

) has been found. However, the
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method can be illustrated adequately by taking the particular case in which
(n, r) = (4, 3) and φm is an Appell polynomial so that F = 1.

Let

T =
∣∣C3 C4 C5 C6

∣∣ = T3456.

Then

D(T ) = 3T2456,

D2(T )/2! = 3T1456 + 6T2356,

D3(T )/3! = T0456 + 8T1356 + 10T2346,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
D9(T )/9! = T0126 + 8T0135 + 10T0234,

D10(T )/10! = 3T0125 + 6T0134,

D11(T )/11! = 3T0124,

D12(T )/12! = T0123,

= |φm|4, 0 ≤ m ≤ 6
= constant.

(4.9.8)

The array of coefficients is symmetric about the sixth derivative. This result
and several others of a similar nature suggest the following conjecture.

Conjecture.

Dnr{T (n,r)} = (nr)!|φm|n, 0 ≤ m ≤ 2n− 2
= constant.

Assuming this conjecture to be valid, T (n,r) is a polynomial of degree
nr and not n(n+ r − 1) as may be expected by examining the product of
the elements in the secondary diagonal. Hence, the loss of degree due to
cancellations is n(n− 1).
Let

T = T (n,r) =
∣∣Cr Cr+1 Cr+2 · · ·Cr+n−1

∣∣
n
,

where

Cj =
[
ψr+j−1 ψr+j ψr+j+1 · · ·ψr+j+n−2

]T
n

ψm =
f (m)(x)
m!

, f(x) arbitrary

ψ′
m = (m+ 1)ψm+1. (4.9.9)

Theorem 4.35.

T ′ = (2n− 1 + r)
∣∣Cr Cr+1 · · ·Cr+n−2 Cr+n

∣∣
n

= −(2n− 1 + r)T (n+1,r)
n+1,n .
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Proof. The sum formula for T can be expressed in the form
n∑

j=1

ψr+i+j−1T
(n,r)
ij = −δinT (n+1,r)

n+1,n , (4.9.10)

C′
j =

[
(r+j)ψr+j (r+j+1)ψr+j+1 · · · (r+j+n−1)ψr+j+n−1

]T
n
. (4.9.11)

Let

C∗
j = C′

j − (r + j)Cj+1

=
[
0 ψr+j+1 2ψr+j+2 · · · (n− 1)ψr+j+n−1

]T
n
. (4.9.12)

Differentiating the columns of T ,

T ′ =
n∑

j=1

Uj ,

where

Uj =
∣∣C1 C2 · · ·C′

j Cj+1 · · ·Cn

∣∣
n
, 1 ≤ j ≤ n.

Let

Vj =
∣∣C1 C2 · · ·C∗

j Cj+1 · · ·Cn

∣∣
n
, 1 ≤ j ≤ n

=
n∑

i=2

(i− 1)ψr+i+j−1Tij . (4.9.13)

Then, performing an elementary column operation on Uj ,

Uj = Vj , 1 ≤ j ≤ n− 1
Un =

∣∣C1 C2 · · ·Cn−1 C′
n

∣∣
=
∣∣C1 C2 · · ·Cn−1 C∗

n

∣∣+ (r + n)
∣∣C1 C2 · · ·Cn−1 Cn+1

∣∣
= Vn − (r + n)T (n+1,r)

n+1,n . (4.9.14)

Hence,

T ′ + (r + n)T (n+1,r)
n+1,n =

n∑
j=1

Vj

=
n∑

j=1

(i− 1)
n∑

j=1

ψr+i+j−1Tij

= −T (n+1,r)
n+1,n

n∑
i=2

(i− 1)δin

= −(n− 1)T (n+1,r)
n+1,n .

The theorem follows. �
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Theorem 4.36.

D(T (n,r)
11 ) = −(2n+ r − 1)T (n,r+2)

n,n−1 .

Proof.

T
(n,r)
11 = T (n−1,r+2).

The theorem follows by adjusting the parameters in Theorem 4.35.
Both these theorems are applied in Section 6.5.3 on the Milne–Thomson
equation. �

4.9.3 Determinants with Simple Derivatives of All Orders
Let Zr denote the column vector with (n+ 1) elements defined as

Zr =
[
0r φ0 φ1 φ2 · · ·φn−r

]T
n+1, 1 ≤ r ≤ n, (4.9.15)

where 0r denotes an unbroken sequence of r zero elements and φm is an
Appell polynomial.
Let

B =
∣∣Z1 C0 C1 C2 · · ·Cn−1

∣∣
n+1, (4.9.16)

where Cj is defined in (4.9.5). Differentiating B repeatedly, it is found that,
apart from a constant factor, only the first column changes:

Dr(B) = (−1)rr!
∣∣Zr+1 C0 C1 C2 · · ·Cn−1

∣∣
n+1, 0 ≤ r ≤ n− 1.

Hence

Dn−1(B) = (−1)n−1(n− 1)!φ0
∣∣C0 C1 C2 · · ·Cn−1

∣∣
n

= (−1)n−1(n− 1)!φ0|φm|n, 0 ≤ m ≤ 2n− 2
= constant;

that is, B is a polynomial of degree (n − 1) and not (n2 − 1), as may
be expected by examining the product of the elements in the secondary
diagonal of B. Once again, the loss of degree due to cancellations is n(n−1).

Exercise
Let

Sm =
∑

r+s=m

φrφs.

This function appears in Exercise 2 at the end of Appendix A.4 on Appell
polynomials. Also, let

Cj =
[
Sj−1 Sj Sj+1 · · ·Sj+n−2

]T
n
, 1 ≤ j ≤ n,

K =
[• S0 S1 S2 · · ·Sn−2

]T
n
,

E = |Sm|n, 0 ≤ m ≤ 2n− 2.
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Prove that

Dr(E) = (−1)r+1r!
n∑

i=2

Si−2Eir

= (−1)r+1r!
∣∣C1 C2 · · ·Cr−1 K Cr+1 · · ·Cn

∣∣
n
.

4.10 Henkelians 3

4.10.1 The Generalized Hilbert Determinant
The generalized Hilbert determinant Kn is defined as

Kn = Kn(h) = |kij |n,
where

kij =
1

h+ i+ j − 1
, h �= 1 − i− j, 1 ≤ i, j ≤ n. (4.10.1)

In some detail,

Kn =

∣∣∣∣∣∣∣∣

1
h+1

1
h+2 · · · 1

h+n
1

h+2
1

h+3 · · · 1
h+n+1

. . . . . . . . . . . . . . . . . . . . . . . . . . .
1

h+n
1

h+n+1 · · · 1
h+2n−1

∣∣∣∣∣∣∣∣
n

. (4.10.2)

Kn is of fundamental importance in the evaluation of a number of de-
terminants, not necessarily Hankelians, whose elements are related to kij .
The values of such determinants and their cofactors can, in some cases,
be simplified by expressing them in terms of Kn and its cofactors. The
given restrictions on h are the only restrictions on h which may therefore
be regarded as a continuous variable. All formulas in h given below on the
assumption that h is zero, a positive integer, or a permitted negative in-
teger can be modified to include other permitted values by replacing, for
example, (h+ n)! by Γ(h+ n+ 1).
Let Vnr = Vnr(h) denote a determinantal ratio (not a scaled cofactor)

defined as

Vnr =
1
Kn

∣∣∣∣∣∣∣∣∣∣∣∣

1
h+1

1
h+2 · · · 1

h+n
1

h+2
1

h+3 · · · 1
h+n+1

. . . . . . . . . . . . . . . . . . . . . . . . . . .
1 1 · · · 1
. . . . . . . . . . . . . . . . . . . . . . . . . . .

1
h+n

1
h+n+1 · · · 1

h+2n−1

∣∣∣∣∣∣∣∣∣∣∣∣
n

row r, (4.10.3)

where every element in row r is 1 and all the other elements are identical
with the corresponding elements in Kn. The following notes begin with the
evaluation of Vnr and end with the evaluation of Kn and its scaled cofactor
Krs

n .
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Identities 1.

Vnr =
n∑

j=1

Krj
n , 1 ≤ r ≤ n. (4.10.4)

Vnr =
(−1)n+r(h+ r + n− 1)!

(h+ r − 1)!(r − 1)!(n− r)! , 1 ≤ r ≤ n. (4.10.5)

Vn1 =
(−1)n+1(h+ n)!
h!(n− 1)!

. (4.10.6)

Vnn =
(h+ 2n− 1)!

(h+ n− 1)!(n− 1)!
. (4.10.7)

Krs
n =

VnrVns
h+ r + s− 1

, 1 ≤ r, s ≤ n. (4.10.8)

Kr1
n =

VnrVn1

h+ r
. (4.10.9)

Knn
n =

Kn−1

Kn
=

V 2
nn

h+ 2n− 1
. (4.10.10)

Krs
n =

(h+ r)(h+ s)Kr1
n K

s1
n

(h+ r + s− 1)V 2
n1

. (4.10.11)

Kn =
(n− 1)!2(h+ n− 1)!2

(h+ 2n− 2)!(h+ 2n− 1)!
Kn−1. (4.10.12)

Kn =
[1! 2! 3! · · · (n− 1)!]2h!(h+ 1)! · · · (h+ n− 1)!

(h+ n)!(h+ n+ 1)! · · · (h+ 2n− 1)!
. (4.10.13)

(n− r)Vnr + (h+ n+ r − 1)Vn−1,r = 0. (4.10.14)

Kn

n∏
r=1

Vnr = (−1)n(n−1)/2. (4.10.15)

Proof. Equation (4.10.4) is a simple expansion of Vnr by elements from
row r. The following proof of (4.10.5) is a development of one due to Lane.
Perform the row operations

R′
i = Ri −Rr, 1 ≤ i ≤ n, i �= r,

on Kn, that is, subtract row r from each of the other rows. The result is

Kn = |k′
ij |n,

where

k′
rj = krj ,
k′
ij = kij − krj
=
(

r − i
h+ r + j − 1

)
kij , 1 ≤ i, j ≤ n, i �= r.

After removing the factor (r − i) from each row i, i �= r, and the factor
(h+ r+ j− 1)−1 from each column j and then canceling Kn the result can
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be expressed in the form

Vnr =
n∏

j=1

(h+ r + j − 1)


 n∏

i=1
i�=r

(r − i)




−1

=
(h+ r)(h+ r − 1) · · · (h+ r + n− 1)

[(r − 1)(r − 2) · · · 1][(−1)(−2) · · · (r − n)] ,

which leads to (4.10.5) and, hence, (4.10.6) and (4.10.7), which are
particular cases.
Now, perform the column operations

C′
j = Cj −Cs, 1 ≤ j ≤ n, j �= s,

on Vnr. The result is a multiple of a determinant in which the element in
position (r, s) is 1 and all the other elements in row r are 0. The other
elements in this determinant are given by

k′′
ij = kij − kis
=
(

s− j
h+ i+ s− 1

)
kij , 1 ≤ i, j ≤ n, (i, j) �= (r, s).

After removing the factor (s − j) from each column j, j �= s, and the
factor (h+ i+ s− 1) from each row i, the cofactor Krs appears and gives
the result

Vnr = Krs
n

∏
j=1
j �=s

(s− j)


 n∏

i=1
i �=r

(h+ i+ s− 1)




−1

,

which leads to (4.10.8) and, hence, (4.10.9) and (4.10.10), which are par-
ticular cases. Equation (4.10.11) then follows easily. Equation (4.10.12) is
a recurrence relation in Kn which follows from (4.10.10) and (4.10.7) and
which, when applied repeatedly, yields (4.10.13), an explicit formula for
Kn. The proofs of (4.10.14) and (4.10.15) are elementary. �

Exercises
Prove that

1. Kn(−2n− h) = (−1)nKn(h), h = 0, 1, 2, . . ..

2.
∂

∂h
Vnr = Vnr

n−1∑
t=0

1
h+ r + t

.

3.
∂

∂h
Krs

n = Krs
n

[
n−1∑
t=0

(
1

h+ r + t
+

1
h+ s+ t

)
− 1
h+ r + s− 1

]
.
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4. a. Kr1
n (0) =

(−1)r+1n(r + n− 1)!
(r − 1)!r!(n− r)! .

b. Krs
n (0) =

(−1)r+srs

r + s− 1

(
n− 1
r − 1

)(
n− 1
s− 1

)(
r + n− 1

r

)(
s+ n− 1

s

)
.

c. Kn(0) =
[1!2!3! · · · (n− 1)!]3

n!(n+ 1)!(n+ 2)! · · · (2n− 1)!
.

5.

Kn

(
1
2

)
= 2n

∣∣∣∣ 1
2i+ 2j − 1

∣∣∣∣
n

= 22n2
[1! 2! 3! · · · (n− 1)!]2

n−1∏
r=0

(2r + 1)!(r + n)!
r!(2r + 2n+ 1)!

.

[Apply the Legendre duplication formula in Appendix A.1].
6. By choosing h suitably, evaluate |1/(2i+ 2j − 3)|n.
The next set of identities are of a different nature. The parameter n is

omitted from Vnr, Kij
n , and so forth.

Identities 2.∑
j

Ksj

h+ r + j − 1
= δrs, 1 ≤ r ≤ n. (4.10.16)

∑
j

Vj
h+ r + j − 1

= 1, 1 ≤ r ≤ n. (4.10.17)

∑
j

Vj
(h+ r + j − 1)(h+ s+ j − 1)

=
δrs
Vr
, 1 ≤ r, s ≤ n.(4.10.18)

∑
j

jK1j

h+ r + j − 1
= V1 − hδr1, 1 ≤ r ≤ n. (4.10.19)

∑
j

Vj =
∑
i

∑
j

Kij = n(n+ h). (4.10.20)

∑
j

jK1j = (n2 + nh− h)V1. (4.10.21)

Proof. Equation (4.10.16) is simply the identity∑
j

krjK
sj = δrs.

To prove (4.10.17), apply (4.10.9) with r → j and (4.10.4): and (4.10.12),

V1

∑
j

Vj
h+ r + j − 1

=
∑
j

(h+ j)Kj1

h+ r + j − 1

=
∑
j

(
1 − r − 1

h+ r + j − 1

)
Kj1
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= V1 − (r − 1)
∑
j

Kj1

h+ r + j − 1

= V1 − (r − 1)δr1, 1 ≤ r ≤ n.
The second term is zero. The result follows.
The proof of (4.10.18) when s �= r follows from the identity

1
(h+ r + j − 1)(h+ s+ j − 1)

=
1

s− r
(

1
h+ r + j − 1

− 1
h+ s+ j − 1

)

and (4.10.15). When s = r, the proof follows from (4.10.8) and (4.10.16):

Vr
∑
s

Vs
(h+ r + s− 1)2

=
∑
s

Krs

h+ r + s− 1
= 1.

To prove (4.10.19), apply (4.10.4) and (4.10.16):∑
j

jK1j

h+ r + j − 1
=
∑
j

(
1 − h+ r − 1

h+ r + j − 1

)
K1j

= V1 − hδr1 − (r − 1)δr1, 1 ≤ r ≤ n.
The third term is zero. The result follows.
Equation (4.10.20) follows from (4.10.4) and the double-sum identity (C)

(Section 3.4) with fr = r and gs = s + h − 1, and (4.10.21) follows from
the identity (4.10.9) in the form

jK1j = V1Vj − hK1j

by summing over j and applying (4.10.4) and (4.10.20). �

4.10.2 Three Formulas of the Rodrigues Type
Let

Rn(x) =
n∑

j=1

K1jxj−1

=
1
Kn

∣∣∣∣∣∣∣
1 x x2 · · · xn−1

k21 k22 k23 · · · k2n
. . . . . . . . . . . . . . . . . . . . . . . . . .
kn1 kn2 kn3 · · · knn

∣∣∣∣∣∣∣
n

.

Theorem 4.37.

Rn(x) =
(h+ n)!

(n− 1)!2h!xh+1D
n−1[xh+n(1 − x)n−1].

Proof. Referring to (4.10.9), (4.10.5), and (4.10.6),

Dn−1[xh+n(1 − x)n−1] = n−1∑
i=0

(−1)i
(
n− 1
i

)
Dn−1(xh+n+i)
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=
n−1∑
i=0

(−1)i
(
n− 1
i

)
(h+ n+ i)!
(h+ i+ 1)!

xh+i+1

=
n∑

j=1

(−1)j−1
(
n− 1
j − 1

)
(h+ n+ j − 1)!

(h+ j)!
xh+j

=
(n− 1)!2h!xh+1

(h+ n)!

n∑
j=1

K1jxj−1.

The theorem follows. �

Let

Sn(x, h) =
n∑

j=1

K
(n)
nj (−x)j−1

=

∣∣∣∣∣∣∣∣∣

k11 k12 k13 · · · k1n
k21 k22 k23 · · · k2n
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
kn−1,1 kn−1,2 kn−1,3 · · · kn−1,n

1 −x x2 · · · (−x)n−1

∣∣∣∣∣∣∣∣∣
n

.

The column operations

C′
j = Cj + xCj−1, 2 ≤ j ≤ n,

remove the x’s from the last row and yield the formula

Sn(x, h) = (−1)n+1
∣∣∣∣ x

h+ i+ j − 1
+

1
h+ i+ j

∣∣∣∣
n−1

.

Let

Tn(x, h) = (−1)n+1
∣∣∣∣ 1 + x
h+ i+ j − 1

− 1
h+ i+ j

∣∣∣∣
n−1

.

Theorem 4.38.

a.
(h+ n− 1)!2

h!(n− 1)!
Sn(x, h)
Sn(0, h)

= Dh+n−1[xn−1(1 + x)h+n−1].

b.
(h+ n− 1)!
h!(n− 1)!

Tn(x, h)
Tn(0, h)

= Dh+n−1[xh+n−1(1 + x)n−1].

Proof.

Sn(0, h) = K
(n)
n1

=
Kn(h)VnnVn1

h+ n

= (−1)n+1Kn(h)Vnn

(
h+ n− 1

h

)
,
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Sn(x, h) = Kn(h)Vnn
n∑

j=1

Vnj(−x)j−1

h+ n+ j − 1
.

Hence,(
h+ n− 1

h

)
Sn(x, h)
Sn(0, h)

= (−1)n+1
n∑

j=1

Vnj(−x)j−1

h+ n+ j − 1

=
n∑

j=1

1
(n− j)!(h+ j − 1)!

[
(h+ n+ j − 2)!xj−1

(j − 1)!

]

=
1

(h+ n− 1)!

n∑
j=1

(
h+ n− 1
h+ j − 1

)
Dh+n−1(xh+n+j−2),

(h+ n− 1)!2

h!(n− 1)!
Sn(x, h)
Sn(0, h)

= Dh+n−1


xn−1

n∑
j=1

(
h+ n− 1
h+ j − 1

)
xh+j−1




= Dh+n−1

[
xn−1

h+n−1∑
r=h

(
h+ n− 1

r

)
xr

]

= Dh+n−1[xn−1(1 + x)h+n−1 − ph+n−2(x)
]
,

where pr(x) is a polynomial of degree r. Formula (a) follows. To prove (b),
put x = −1 − t. The details are elementary. �

Further formulas of the Rodrigues type appear in Section 4.11.4.

4.10.3 Bordered Yamazaki–Hori Determinants — 1
Let

A = |aij |n = |θm|n,
B = |bij |n = |φm|n, 0 ≤ m ≤ 2n− 1, (4.10.22)

denote two Hankelians, where

aij =
1

i+ j − 1
[
p2x2(i+j−1) + q2y2(i+j−1) − 1

]
,

θm =
1

m+ 1
[
p2x2m+2 + q2y2m+2 − 1

]
,

bij =
1

i+ j − 1
[
p2Xi+j−1 + q2Y i+j−1],

φm =
1

m+ 1
[
p2Xm+1 + q2Y m+1],

p2 + q2 = 1,
X = x2 − 1,
Y = y2 − 1. (4.10.23)
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Referring to the section on differences in Appendix A.8,

φm = ∆mθ0

so that

B = A.

The Hankelian B arises in studies by M. Yamazaki and Hori of the Ernst
equation of general relativity and A arises in a related paper by Vein.

Define determinants U(x), V (x), and W , each of order (n+ 1), by bor-
dering A in different ways. Since aij is a function of x and y, it follows that
U(x) and V (x) are also functions of y. The argument x in U(x) and V (x)
refers to the variable which appears explicitly in the last row or column.

U(x) =

∣∣∣∣∣∣∣∣∣∣∣

x
x3/3

[aij ]n x5/5
· · ·

x2n−1/(2n− 1)
1 1 1 · · · 1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

= −
n∑

r=1

n∑
s=1

Arsx
2r−1

2r − 1
, (4.10.24)

V (x) =

∣∣∣∣∣∣∣∣∣∣∣

1
1/3

[aij ]n 1/5
· · ·

1/(2n− 1)
x x3 x5 · · · x2n−1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

= −
n∑

r=1

n∑
s=1

Arsx
2s−1

2r − 1
, (4.10.25)

W = U(1) = V (1). (4.10.26)

Theorem 4.39.

p2U2(x) + q2U2(y) =W 2 −AW.
Proof.

U2(x) =
∑
i,s

Aisx
2i−1

2i− 1

n∑
j,r

Ajrx
2j−1

2j − 1

=
∑
i,j,r,s

AisAjrx
2(i+j−1)

(2i− 1)(2j − 1)
.

Hence,

p2U2(x) + q2U2(y) −W 2
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=
∑
i,j,r,s

AisAjr

(2i− 1)(2j − 1)
[p2x2(i+j−1) + q2y2(i+j−1) − 1]

=
∑
i,j,r,s

(i+ j − 1)aijAisArj

(2i− 1)(2j − 1)

= 1
2

∑
i,j,r,s

(
1

2i− 1
+

1
2j − 1

)
aijAisArj

=
∑
i,j,r,s

aijAisArj

2i− 1

=
∑
i,s

Ais

2i− 1

∑
r

∑
j

aijArj

= A
∑
i,s

Ais

2i− 1

∑
r

δir

= −AW
which proves the theorem. �

Theorem 4.40.

p2V 2(x) + q2V 2(y) =W 2 −AW.
This theorem resembles Theorem 4.39 closely, but the following proof

bears little resemblance to the proof of Theorem 4.39. Applying double-sum
identity (D) in Section 3.4 with fr = r and gs = s− 1,∑

r

∑
s

[
p2x2(r+s−1) + q2y2(r+s−1) − 1

]
AisArj = (i+ j − 1)Aij ,

p2

[∑
s

Aisx2s−1

][∑
r

Arjx2r−1

]
+ q2

[∑
s

Aisy2s−1

][∑
r

Arjy2r−1

]

−
[∑

s

Ais

][∑
r

Arj

]
= (i+ j − 1)Aij .

Put

λi(x) =
∑
j

Aijx2j−1.

Then,

p2λi(x)λj(x) + q2λi(y)λj(y) − λi(1)λj(1) = (i+ j − 1)Aij .

Divide by (2i− 1)(2j − 1), sum over i and j and note that

∑
i

λi(x)
2i− 1

= −V (x)
A

.
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The result is
1
A2

[
p2V 2(x) + q2V 2(y) −W 2] =∑

i

∑
j

i+ j − 1
(2i− 1)(2j − 1)

Aij

= 1
2

∑
i

∑
j

(
1

2i− 1
+

1
2j − 1

)
Aij

= −W
A
.

The theorem follows. The determinant W appears in Section 5.8.6.

Theorem 4.41. In the particular case in which (p, q) = (1, 0),

V (x) = (−1)n+1U(x).

Proof.

aij =
x2(i+j−1) − 1
i+ j − 1

= aji,

which is independent of y. Let

Z =

∣∣∣∣∣∣∣∣∣∣∣

1
1

[cij ]n 1
· · ·
1

x x3 x5 · · · x2n−1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

,

where

cij = (i− j)aij
= −cji.

The proof proceeds by showing that U and V are each simple multiples of
Z. Perform the column operations

C′
j = Cj − x2j−1Cn+1, 1 ≤ j ≤ n,

on U . This leaves the last column and the last row unaltered, but [aij ]n is
replaced by [a′

ij ]n, where

a′
ij = aij − x2(i+j−1)

2i− 1
.

Now perform the row operations

R′
i = Ri +

1
2i− 1

Rn+1, 1 ≤ i ≤ n.
The last column and the last row remain unaltered, but [a′

ij ]n is replaced
by [a′′

ij ]n, where

a′′
ij = a

′
ij +

1
2i− 1
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=
cij

2i− 1
.

After removing the factor (2i− 1)−1 from row i, 1 ≤ i ≤ n, the result is

U =
2nn!
(2n)!

∣∣∣∣∣∣∣∣∣∣∣

x
x3

[cij ]n x5

· · ·
x2n−1

1 1 1 · · · 1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

.

Transposing,

U =
2nn!
(2n)!

∣∣∣∣∣∣∣∣∣∣∣

1
1

[−cij ]n 1
· · ·
1

x x3 x5 · · · x2n−1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

.

Now, change the signs of columns 1 to n and row (n+ 1). This introduces
(n+ 1) negative signs and gives the result

U =
(−1)n+12nn!

(2n)!
Z. (4.10.27)

Perform the column operations

C′
j = Cj +Cn+1, 1 ≤ j ≤ n,

on V . The result is that [aij ]n is replaced by [a∗
ij ]n, where

a∗
ij = aij +

1
2i− 1

.

Perform the row operations

R′
i = Ri − x2i−1

2i− 1
Rn+1, 1 ≤ i ≤ n,

which results in [a∗
ij ]n being replaced by [a∗∗

ij ]n, where

a∗∗
ij = a∗

ij − x2(i+j−1)

2i− 1

=
cij

2i− 1
.

After removing the factor (2i− 1)−1 from row i, 1 ≤ i ≤ n, the result is

V =
2nn!
(2n)!

Z. (4.10.28)

The theorem follows from (4.10.27) and (4.10.28). �
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Let

A = |φm|n, 0 ≤ m ≤ 2n− 2,

where

φm =
x2m+2 − 1
m+ 1

.

A is identical to |aij |n, where aij is defined in Theorem 4.41. Let Y denote
the determinant of order (n+ 1) obtained by bordering A by the row[

1 1 1 . . . 1 •]
n+1

below and the column [
1
1
3

1
5
. . .

1
2n− 1

•
]T
n+1

on the right.

Theorem 4.42.

Y = −nKnφ
n(n−1)
0

n∑
i=1

22i−1(n+ i− 1)!
(n− i)!(2i)! φn−i

0 ,

where Kn is the simple Hilbert determinant.

Proof. Perform the column operations

C′
j = Cj −Cj−1

in the order j = n, n− 1, n− 2, . . . , 2. The result is a determinant in which
the only nonzero element in the last row is a 1 in position (n+1, 1). Hence,

Y = (−1)n

∣∣∣∣∣∣∣∣∣

∆φ0 ∆φ1 ∆φ2 · · · ∆φn−2 1
∆φ1 ∆φ2 ∆φ3 · · · ∆φn−1

1
3

∆φ2 ∆φ3 ∆φ4 · · · ∆φn 1
5

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∆φn−1 ∆φn ∆φn+1 · · · ∆φ2n−3

1
2n−1

∣∣∣∣∣∣∣∣∣
n

.

Perform the row operations

R′
i = Ri −Ri−1

in the order i = n, n− 1, n− 2, . . . , 2. The result is

Y = (−1)n

∣∣∣∣∣∣∣∣∣

∆φ0 ∆φ1 ∆φ2 · · · ∆φn−2 1
∆2φ0 ∆2φ1 ∆2φ2 · · · ∆2φn−1 ∆α0
∆2φ1 ∆2φ2 ∆2φ3 · · · ∆2φn ∆α1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∆2φn−2 ∆2φn−1 ∆2φn · · · ∆2φ2n−4 ∆αn−2

∣∣∣∣∣∣∣∣∣
n

,

where

αm =
1

2m+ 1
.



4.10 Henkelians 3 135

Now, perform the row and column operations

R′
i =

i−2∑
r=0

(−1)r
(
i− 2
r

)
Ri−r, i = n, n− 1, n− 2, . . . , 3,

C′
j =

j−1∑
r=0

(−1)r
(
j − 1
r

)
Cj−r, j = n− 1, n− 2, . . . , 2.

The result is

Y = (−1)n

∣∣∣∣∣∣∣∣∣

∆φ0 ∆2φ0 ∆3φ0 · · · ∆n−1φ0 1
∆2φ0 ∆3φ0 ∆4φ0 · · · ∆nφ0 ∆α0
∆3φ0 ∆4φ0 ∆5φ0 · · · ∆n+1φ0 ∆2α0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∆nφ0 ∆n+1φ0 ∆n+2φ0 · · · ∆2n−2φ0 ∆n−1α0

∣∣∣∣∣∣∣∣∣
n

,

where

∆mφ0 =
φm+1

0

m+ 1
.

Transfer the last column to the first position, which introduces the sign
(−1)n+1, and then remove powers of φ0 from all rows and columns except
the first column, which becomes[

1
∆α0

φ0

∆2α0

φ2
0

· · · ∆
n−1α0

φn−1
0

]T
.

The other (n− 1) columns are identical with the corresponding columns of
the Hilbert determinantKn. Hence, expanding the determinant by elements
from the first column,

Y = −φn(n−1)
0

n∑
i=1

[
K

(n)
i1 ∆i−1α0

]
φn−i

0 .

The proof is completed with the aid of (4.10.5) and (4.10.8) and the formula
for ∆i−1α0 in Appendix A.8. �

Further notes on the Yamazaki–Hori determinant appear in Section 5.8
on algebraic computing.

4.10.4 A Particular Case of the Yamazaki–Hori Determinant
Let

An = |φm|n, 0 ≤ m ≤ 2n− 2,

where

φm =
x2m+2 − 1
m+ 1

. (4.10.29)
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Theorem.

An = Kn(x2 − 1)n
2
, Kn = Kn(0).

Proof.

φ0 = x2 − 1.

Referring to Example A.3 (with c = 1) in the section on differences in
Appendix A.8,

∆mφ0 =
φm+1

0

m+ 1
.

Hence, applying the theorem in Section 4.8.2 on Hankelians whose elements
are differences,

An = |∆mφ0|n
=
∣∣∣∣ φm+1

0

m+ 1

∣∣∣∣
n

=

∣∣∣∣∣∣∣∣∣∣

φ0
1
2φ

2
0

1
3φ

3
0 · · · 1

nφ
n
0

1
2φ

2
0

1
3φ

3
0

1
4φ

4
0 · · · · · ·

1
3φ

3
0

1
4φ

4
0

1
5φ

5
0 · · · · · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1
nφ

n
0 · · · · · · · · · 1

2n−1φ
2n−1
0

∣∣∣∣∣∣∣∣∣∣
n

.

Remove the factor φi0 from row i, 1 ≤ i ≤ n, and then remove the factor
φj−1

0 from column j, 2 ≤ j ≤ n. The simple Hilbert determinant Kn

appears and the result is

An = Knφ
(1+2+3+···+n)(1+2+3+···+n−1)
0

= Knφ
n2

0 ,

which proves the theorem. �

Exercises
1. Define a triangular matrix [aij ], 1 ≤ i ≤ 2n − 1, 1 ≤ j ≤ 2n − i, as

follows:

column 1 =
[
1 u u2 · · ·u2n−2]T ,

row 1 =
[
1 v v2 · · · v2n−2].

The remaining elements are defined by the rule that the difference be-
tween consecutive elements in any one diagonal parallel to the secondary
diagonal is constant. For example, one diagonal is[

u3 1
3
(2u3 + v3)

1
3
(u3 + 2v3) v3

]
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in which the column difference is 1
3 (v

3 − u3).
Let the determinant of the elements in the first n rows and the first n
columns of the matrix be denoted by An. Prove that

An =
Knn!3

(2n)!
(u− v)n(n+1).

2. Define a Hankelian Bn as follows:

Bn =
∣∣∣∣ φm
(m+ 1)(m+ 2)

∣∣∣∣
n

, 0 ≤ m ≤ 2n− 2,

where

φm =
m∑
r=0

(m+ 1 − r)um−rvr.

Prove that

Bn =
An+1

n!(u− v)2n ,

where An is defined in Exercise 1.

4.11 Hankelians 4

Throughout this section, Kn = Kn(0), the simple Hilbert determinant.

4.11.1 v-Numbers
The integers vni defined by

vni = Vni(0) =
(−1)n+i(n+ i− 1)!
(i− 1)!2(n− i)! (4.11.1)

= (−1)n+ii

(
n− 1
i− 1

)(
n+ i− 1
n− 1

)
, 1 ≤ i ≤ n, (4.11.2)

are of particular interest and will be referred to as v-numbers.
A few values of the v-numbers vni are given in the following table:

i
n 1 2 3 4 5
1 1
2 −2 6
3 3 −24 30
4 −4 60 −180 140
5 5 −120 630 −1120 630
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v-Numbers satisfy the identities
n∑

k=1

vnk
i+ k − 1

= 1, 1 ≤ i ≤ n, (4.11.3)

vni

n∑
k=1

vnk
(i+ k − 1)(k + j − 1)

= δij , (4.11.4)

vni
n+ i− 1

= −vn−1,i

n− i , (4.11.5)

n∑
i=1

vni = n2, (4.11.6)

and are related to Kn and its scaled cofactors by

Kij
n =

vnivnj
i+ j − 1

, (4.11.7)

Kn

n∏
i=1

vni = (−1)n(n−1)/2. (4.11.8)

The proofs of these identities are left as exercises for the reader.

4.11.2 Some Determinants with Determinantal Factors
This section is devoted to the factorization of the Hankelian

Bn = detBn,

where

Bn = [bij ]n,

bij =
x2(i+j−1) − t2
i+ j − 1

, (4.11.9)

and to the function

Gn =
n∑

j=1

(x2j−1 + t)Bnj , (4.11.10)

which can be expressed as the determinant |gij |n whose first (n − 1) rows
are identical to the first (n − 1) rows of Bn. The elements in the last row
are given by

gnj = x2j−1 + t, 1 ≤ j ≤ n.
The analysis employs both matrix and determinantal methods.
Define five matrices Kn, Qn, Sn, Hn, and Hn as follows:

Kn =
[

1
i+ j − 1

]
n

, (4.11.11)
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Qn = Qn(x) =
[
x2(i+j−1)

i+ j − 1

]
n

. (4.11.12)

Both Kn and Qn are Hankelians and Qn(1) = Kn, the simple Hilbert
matrix.

Sn = Sn(x) =
[
vnix

2j−1

i+ j − 1

]
n

, (4.11.13)

where the vni are v-numbers.

Hn = Hn(x, t) = Sn(x) + tIn

=
[
h

(n)
ij

]
n
,

where

h
(n)
ij =

vnix
2j−1

i+ j − 1
+ δijt,

Hn = Hn(x,−t) = Sn(x) − tIn
=
[
h

(n)
ij

]
n
, (4.11.14)

where

h
(n)
ij (x, t) = h(n)

ij (x,−t),
H̄n(x,−t) = (−1)nHn(−x, t). (4.11.15)

Theorem 4.43.

K−1
n Qn = S2

n.

Proof. Referring to (4.11.7) and applying the formula for the product
of two matrices,

K−1
n Qn =

[
vnivnj
i+ j − 1

]
n

[
x2(i+j−1)

i+ j − 1

]
n

=

[
n∑

k=1

vnivnk
i+ k − 1

x2(k+j−1)

k + j − 1

]
n

=

[
n∑

k=1

(
vnix

2k−1

i+ k − 1

)(
vnkx

2j−1

k + j − 1

)]
n

= S2
n. �

Theorem 4.44.

Bn = KnHnHn,

where the symbols can be interpreted as matrices or determinants.

Proof. Applying Theorem 4.43,

Bn = Qn − t2Kn
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= Kn

(
K−1

n Qn − t2In
)

= Kn

(
S2
n − t2In

)
= Kn(Sn + tIn)(Sn − tIn)
= KnHnHn. �

Corollary.

B−1
n = H

−1
n H

−1
n K

−1
n ,[

B(n)
ji

]
=
[
H

(n)
ji

][
H

(n)
ji

][
K

(n)
ji

]
.

Lemma.
n∑

i=1

h
(n)
ij = x2j−1 + t.

The proof applies (4.11.3) and is elementary.
Let En+1 denote the determinant of order (n+1) obtained by bordering

Hn as follows:

En+1 =

∣∣∣∣∣∣∣∣∣

h11 h12 · · · h1n vn1/n
h21 h22 · · · h2n vn2/(n+ 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
hn1 hn2 · · · hnn vnn/(2n− 1)
1 1 · · · 1 •

∣∣∣∣∣∣∣∣∣
n+1

= −
n∑

r=1

n∑
s=1

vnrHrs

n+ r − 1
. (4.11.16)

Theorem 4.45.

En+1 = (−1)nHn−1.

The proof consists of a sequence of row and column operations.

Proof. Perform the column operation

C′
n = Cn − x2n−1Cn+1 (4.11.17)

and apply (6b) with j = n. The result is

En+1 =

∣∣∣∣∣∣∣∣∣

h11 h12 · · · h1,n−1 • vn1/n
h21 h22 · · · h2,n−1 • vn2/(n+ 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
hn1 hn2 · · · hn,n−1 t vnn/(2n− 1)
1 1 · · · 1 1 •

∣∣∣∣∣∣∣∣∣
n+1

. (4.11.18)

Remove the element in position (n, n) by performing the row operation

R′
n = Rn − tRn+1. (4.11.19)
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The only element which remains in column n is a 1 in position (n+ 1, n).
Hence,

En+1 = −

∣∣∣∣∣∣∣
h11 h12 · · · h1,n−1 vn1/n
h21 h22 · · · h2,n−1 vn2/(n+ 1)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(hn1 − t) (hn2 − t) · · · (hn,n−1 − t) vnn/(2n− 1)

∣∣∣∣∣∣∣
n

.

(4.11.20)
It is seen from (4.11.3) (with i = n) that the sum of the elements in the
last column is unity and it is seen from the lemma that the sum of the
elements in column j is x2j−1, 1 ≤ j ≤ n− 1. Hence, after performing the
row operation

R′
n =

n∑
i=1

Ri, (4.11.21)

the result is

En+1 =

∣∣∣∣∣∣∣∣∣

h11 h12 · · · h1,n−1 vn1/n
h21 h22 · · · h2,n−1 vn2/(n+ 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
hn−1,1 hn−1,2 · · · hn−1,n−1 vn,n−1/(2n− 2)
x x3 · · · x2n−3 1

∣∣∣∣∣∣∣∣∣
n

. (4.11.22)

The final set of column operations is

C′
j = Cj − x2j−1Cn, 1 ≤ j ≤ n− 1, (4.11.23)

which removes the x’s from the last row. The result can then be expressed
in the form

En+1 = −∣∣h(n)∗

ij

∣∣
n−1, (4.11.24)

where, referring to (4.11.5),

h
(n)∗

ij = h(n)
ij − vnix

2j−1

n+ i− 1

= vnix2j−1
(

1
i+ j − 1

− 1
i+ n− 1

)
+ δijt

=
(

vni
i+ n− 1

)(
(n− j)x2j−1

i+ j − 1

)
+ δijt

= −
(
vn−1,i

n− i
)(

(n− j)x2j−1

i+ j − 1

)
+ δijt

= −
(
n− j
n− i

)(
vn−1,ix

2j−1

i+ j − 1
− δijt

)

= −
(
n− j
n− i

)
h̄

(n−1)
ij ,

∣∣h(n)∗

ij

∣∣
n−1 = −∣∣−h̄(n−1)

ij

∣∣
n−1. (4.11.25)
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Theorem 4.45 now follows from (4.11.24). �

Theorem 4.46.

Gn = (−1)n−1vnnKnHnHn−1,

where Gn is defined in (4.11.10).

Proof. Perform the row operation

R′
i =

n∑
k=1

Rk

on Hn and refer to the lemma. Row i becomes[
(x+ t), (x3 + t), (x5 + t), . . . , (x2n−1 + t)

]
.

Hence,

Hn =
n∑

j=1

(x2j−1 + t)H
(n)
ij , 1 ≤ i ≤ n. (4.11.26)

It follows from the corollary to Theorem 4.44 that

B
(n)
ij = B(n)

ji =
n∑

r=1

n∑
s=1

H
(n)
jr H

(n)
rs K

(n)
si . (4.11.27)

Hence, applying (4.11.7),

B
(n)
ij = Knvni

n∑
r=1

n∑
s=1

vnsH
(n)
rs H

(n)
jr

i+ s− 1
. (4.11.28)

Put i = n, substitute the result into (4.11.10), and apply (4.11.16) and
(4.11.24):

Gn = Knvnn

n∑
r=1

n∑
s=1

vnsH
(n)
rs

n+ s− 1

n∑
j=1

(x2j−1 + t)H
(n)
jr

= KnvnnHn

n∑
r=1

n∑
s=1

vnsH
(n)
rs

n+ s− 1

= −KnvnnHnEn+1. (4.11.29)

The theorem follows from Theorem 4.45. �

4.11.3 Some Determinants with Binomial and Factorial
Elements

Theorem 4.47.

a.
∣∣∣∣
(
n+ j − 2
n− i

)∣∣∣∣
n

= (−1)n(n−1)/2,
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b.
∣∣∣∣ 1
(i+ j − 2)!

∣∣∣∣ = (−1)n(n−1)/21! 2! 3! · · · (n− 2)!
n! (n+ 1)! · · · (2n− 2)!

.

The second determinant is Hankelian.

Proof. Denote the first determinant by An. Every element in the last
row of An is equal to 1. Perform the column operations

C′
j = Cj −Cj−1, j = n, n− 1, n− 2, . . . , 2, (4.11.30)

which remove all the elements in the last row except the one in position
(n, 1). After applying the binomial identity(

n
r

)
−
(
n− 1
r

)
=
(
n− 1
r − 1

)
,

the result is

An = (−1)n+1
∣∣∣∣
(
n+ j − 2
n− i− 1

)∣∣∣∣
n−1

. (4.11.31)

Once again, every element in the last row is equal to 1. Repeat the column
operations with j = n − 1, n − 2, . . . , 2 and apply the binomial identity
again. The result is

An = −
∣∣∣∣
(
n+ j − 2
n− i− 2

)∣∣∣∣
n−2

. (4.11.32)

Continuing in this way,

An = +
∣∣∣∣
(
n+ j − 2
n− i− 4

)∣∣∣∣
n−4

= −
∣∣∣∣
(
n+ j − 2
n− i− 6

)∣∣∣∣
n−6

= +
∣∣∣∣
(
n+ j − 2
n− i− 8

)∣∣∣∣
n−8

= ±
∣∣∣∣
(
n+ j − 2
2 − i

)∣∣∣∣
2

= ±1, (4.11.33)

sign(An) =
{

1 when n = 4m, 4m+ 1
−1 when n = 4m− 2, 4m− 1, (4.11.34)

which proves (a).
Denote the second determinant byBn. DivideRi by (n−i)!, 1 ≤ i ≤ n−1,

and multiply Cj by (n+ j − 2)!, 1 ≤ j ≤ n. The result is

(n− 1)!n! (n+ 1)! · · · (2n− 2)!
(n− 1)! (n− 2)! (n− 3)! · · · 1! Bn =

∣∣∣∣ (n+ j − 2)!
(n− i)! (i+ j − 2)!

∣∣∣∣
n
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=
∣∣∣∣
(
n+ j − 2
n− i

)∣∣∣∣
n

= An,

which proves (b). �

Exercises
Apply similar methods to prove that

1.
∣∣∣∣
(
n+ j − 1
n− i

)∣∣∣∣
n

= (−1)n(n−1)/2,

2.
∣∣∣∣ 1
(i+ j − 1)!

∣∣∣∣
n

=
(−1)n(n−1)/2Kn

[1! 2! 3! · · · (n− 1)!]2
.

Define the number νi as follows:

(1 + z)−1/2 =
∞∑
i=0

νiz
i. (4.11.35)

Then

νi =
(−1)i

22i

(
2i
i

)
. (4.11.36)

Let

An = |νm|n, 0 ≤ m ≤ 2n− 2,
=
∣∣C1 C2 · · ·Cn−1 Cn

∣∣
n

(4.11.37)

where

Cj =
[
νj−1 νj . . . νn+j−3 νn+j−2

]T
n
. (4.11.38)

Theorem 4.48.

An = 2−(n−1)(2n−1).

Proof. Let

λnr =
n

n+ r

(
n+ r
2r

)
22r. (4.11.39)

Then, it is shown in Appendix A.10 that
n∑

j=1

λn−1,j−1νi+j−2 =
δin

22(n−1) , 1 ≤ i ≤ n, (4.11.40)

An = 2−(2n−3)
∣∣C1 C2 · · ·Cn−1 (λn−1,n−1Cn)

∣∣
n
,

= 2−(2n−3)
∣∣C1 C2 · · ·Cn−1 C′

n

∣∣
n
, (4.11.41)
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where

C′
n = λn−1,n−1Cn +

n−1∑
j=1

λn−1,j−1Cj

=
n−1∑
j=1

λn−1,j−1
[
νj−1 νj · · · νn+j−3 νn+j−2

]T
n

= 2−(4n−5)[0 0 · · · 0 1
]T
n
. (4.11.42)

Hence,

An = 2−4(n−1)+1An−1

An−1 = 2−4(n−2)+1An−2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

A2 = 2−4(1)+1A1, (A1 = ν0 = 1).

(4.11.43)

The theorem follows by equating the product of the left-hand sides to the
product of the right-hand sides. �

It is now required to evaluate the cofactors of An.

Theorem 4.49.

a. A(n)
nj = 2−(n−1)(2n−3)λn−1,j−1,

b. A(n)
n1 = 2−(n−1)(2n−3),

c. Anj
n = 22(n−1)λn−1,j−1.

Proof. The n equations in (4.11.40) can be expressed in matrix form as
follows:

AnLn = C′
n, (4.11.44)

where

Ln =
[
λn0 λn1 · · ·λn,n−2 λn,n−1

]T
n
. (4.11.45)

Hence,

Ln = A−1
n C

′
n

= A−1
n

[
A

(n)
ji

]
n
C′

n

= 2(n−1)(2n−1)−2(n−1)[An1 An2 · · ·An,n−1 Ann

]T
n
, (4.11.46)

which yields part (a) of the theorem. Parts (b) and (c) then follow
easily. �

Theorem 4.50.

A
(n)
ij = 2−n(2n−3)

[
22i−3λi−1,j−1 +

n−1∑
r=i+1

λr−1,i−1λr−1,j−1

]
, j ≤ i < n−1.
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Proof. Apply the Jacobi identity (Section 3.6.1) to Ar, where r ≥ i+1:∣∣∣∣∣A
(r)
ij A

(r)
ir

A
(r)
rj A

(r)
rr

∣∣∣∣∣ = ArA
(r)
ir,jr,

= ArA
(r−1)
ij ,

Ar−1A
(r)
ij −ArA

(r−1)
ij = A(r)

ir A
(r)
jr . (4.11.47)

Scale the cofactors and refer to Theorems 4.48 and 4.49a:

Aij
r −Aij

r−1 =
Ar

Ar−1

(
Ari

r A
rj
r

)
= 2−(4r−5)Ari

r A
rj
r

= 2λr−1,i−1λr−1,j−1. (4.11.48)

Hence,

2
n∑

r=i+1

λr−1,i−1λr−1,j−1 =
n∑

r=i+1

(
Aij

r −Aij
r−1

)
= Aij

n −Aij
i

= Aij
n − 22(i−1)λi−1,j−1, (4.11.49)

which yields a formula for the scaled cofactor Aij
n . The stated formula for

the simple cofactor A(n)
ij follows from Theorem 4.49a. �

Let

En = |Pm(0)|n, 0 ≤ m ≤ 2n− 2, (4.11.50)

where Pm(x) is the Legendre polynomial [Appendix A.5]. Then,

P2m+1(0) = 0,

P2m(0) = νm. (4.11.51)

Hence,

En =

∣∣∣∣∣∣∣∣∣∣∣

ν0 • ν1 • ν2 · · ·
• ν1 • ν2 • · · ·
ν1 • ν2 • ν3 · · ·
• ν2 • ν3 • · · ·
ν2 • ν3 • ν4 · · ·
. . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣∣∣
n

. (4.11.52)

Theorem 4.51.

En = |Pm(0)|n = (−1)n(n−1)/22−(n−1)2 .
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Proof. By interchanging first rows and then columns in a suitable
manner it is easy to show that

En =

∣∣∣∣∣∣∣∣∣∣∣∣∣

ν0 ν1 ν2 · · ·
ν1 ν2 ν3 · · ·
ν2 ν3 ν4 · · ·
. . . . . . . . . . . . . . .

ν1 ν2 · · ·
ν2 ν3 · · ·

. . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

. (4.11.53)

Hence, referring to Theorems 4.11.5 and 4.11.6b,

E2n = (−1)nAnA
(n+1)
n+1,1

= (−1)n2−(2n−1)2 ,

E2n+1 = (−1)nAn+1A
(n+1)
n+1,1

= (−1)n2−4n2
. (4.11.54)

These two results can be combined into one as shown in the theorem which
is applied in Section 4.12.1 to evaluate |Pm(x)|n. �

Exercise. If

Bn =
∣∣∣∣
(
2m
m

)∣∣∣∣
n

, 0 ≤ m ≤ 2n− 2,

prove that

Bn = 2n−1,

B
(n)
ij = 22[n(n−1)−(i+j−2)]A

(n)
ij ,

B
(n)
n1 = 2n−1.

4.11.4 A Nonlinear Differential Equation
Let

Gn(x, h, k) = |gij |n,
where

gij =

{
xh+i+k−1

h+i+k−1 , j = k
1

h+i+j−1 , j �= k. (4.11.55)

Every column in Gn except column k is identical with the corresponding
column in the generalized Hilbert determinant Kn(h). Also, let

Gn(x, h) =
n∑

k=1

Gn(x, h, k). (4.11.56)
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Theorem 4.52.

(xG′
n)

′ = Kn(h)xhP 2
n(x, h),

where

Pn(x, h) =
Dh+n[xn(1 + x)h+n−1]

(h+ n− 1)!
.

Proof. Referring to (4.10.8),

Gn(x) =
n∑

i=1

n∑
j=1

K
(n)
ij x

h+i+j−1

h+ i+ j − 1

= Kn(h)
n∑

i=1

n∑
j=1

VniVnjx
h+i+j−1

(h+ i+ j − 1)2
. (4.11.57)

Hence,

(xG′
n)

′ = Kn(h)xh
n∑

i=1

n∑
j=1

VniVnjx
i+j−2

= Kn(h)xhP 2
n(x, h), (4.11.58)

where

Pn(x, h) =
n∑

i=1

(−1)n+iVnix
i−1

=
n∑

i=1

(h+ n+ i− 1)!xi−1

(i− 1)! (n− i)! (h+ i− 1)!

=
n∑

i−1

Dh+n(xh+n+i−1)
(n− i)! (h+ i− 1)!

, (4.11.59)

(h+ n− 1)!Pn(x, h) =
n∑

i=1

(
h+ n− 1
h+ i− 1

)
Dh+n(xh+n+i−1)

= Dh+n

[
xn

n∑
i=1

(
h+ n− 1
h+ i− 1

)
xh+i−1

]

= Dh+n

[
xn

h+n−1∑
r=h

(
h+ n− 1

r

)
xr

]

= Dh+n
[
xn(1 + x)h+n−1 − ph+n−1(x)

]
, (4.11.60)

where pr(x) is a polynomial of degree r. The theorem follows. �

Let

E(x) = |eij(x)|n−1,
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where

eij(x) =
(1 + x)i+j+1 − xi+j+1

i+ j + 1
. (4.11.61)

Theorem 4.53. The polynomial determinant E satisfies the nonlinear
differential equation[{x(1 + x)E}′′]2 = 4n2(xE)′{(1 + x)E}′.

Proof. Let

A(x, ξ) = |φm(x, ξ)|n, 0 ≤ m ≤ 2n− 2,

where

φm(x, ξ) =
1

m+ 1
[
(ξ + x)m+1 − c(ξ − 1)m+1 + (c− 1)ξm+1]. (4.11.62)

Then,

∂

∂ξ
φm(x, ξ) = mφm−1(x, ξ),

φ0(x, ξ) = x+ c. (4.11.63)

Hence, from Theorem 4.33 in Section 4.9.1, A is independent of ξ. Put
ξ = 0 and −x in turn and denote the resulting determinants by U and V ,
respectively. Then,

A = U = V, (4.11.64)

where

U(x, c) = |φm(x, 0)|n
=
∣∣∣∣xm+1 + (−1)mc

m+ 1

∣∣∣∣
n

, 0 ≤ m ≤ 2n− 2

=
∣∣∣∣xi+j−1 + (−1)i+jc

i+ j − 1

∣∣∣∣
n

. (4.11.65)

Put

ψm(x) = φm(x,−x)
=

(−1)m

m+ 1
[c(1 + x)m+1 + (1 − c)xm+1] (4.11.66)

V (x, c) = |ψm(x)|n,

=
∣∣∣∣c(1 + x)m+1 + (1 − c)xm+1

m+ 1

∣∣∣∣
n

=
∣∣∣∣c(1 + x)i+j−1 + (1 − c)xi+j−1

i+ j − 1

∣∣∣∣
n

. (4.11.67)
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Note that Uij �= Vij in general. Since

ψ′
m = −mψm−1,

ψ0 = x+ c, (4.11.68)

it follows that

V ′ = V11

=
∣∣∣∣c(1 + x)i+j+1 + (1 − c)xi+j+1

i+ j + 1

∣∣∣∣
n−1

. (4.11.69)

Expand U and V as a polynomial in c:

U(x, c) = V (x, c) =
n∑

r=0

fr(x)cn−r. (4.11.70)

However, since

ψm = ymc+ zm,

where zm is independent of c,

ym = (−1)m
[
(1 + x)m+1 − xm+1

m+ 1

]
, (4.11.71)

y′
m = −mym−1,

y0 = 1, (4.11.72)

it follows from the first line of (4.11.67) that f0, the coefficient of cn in V ,
is given by

f0 = |ym|n
= constant. (4.11.73)

cn−1V (x, c−1) = f0c−1 + f1 +
n−1∑
r=1

fr+1c
r,

where

f ′
1 =

[
cn−1DxV (x, c−1)

]
c=0, Dx =

∂

∂x
,

=
[
cn−1V11(x, c−1)

]
c=0

=

[
cn−1

∣∣∣∣c−1(1 + x)i+j+1 + (1 − c−1)xi+j+1

i+ j + 1

∣∣∣∣
n−1

]
c=0

= E. (4.11.74)

Furthermore,

Dc{cnU(x, c−1)} = Dc{cnV (x, c−1)}, Dc =
∂

∂c
,
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= Dc

n∑
r=0

frc
r

= f1 +
n∑

r=2

rfrc
r−1. (4.11.75)

Hence,

f1 =
[
Dc{cnU(x, c−1)}]

c=0

= Dc

[
cn
∣∣∣∣xi+j−1 − (−1)i+jc−1

i+ j − 1

∣∣∣∣
n

]
c=0

=
[
Dc

∣∣∣∣cxi+j−1 − (−1)i+j

i+ j − 1

∣∣∣∣
n

]
c=0

=
n∑

k=1

Gn(x, 0, k)

= Gn(x, 0), (4.11.76)

where Gn(x, h, k) and Gn(x, h) are defined in the first line of (4.11.55) and
(4.11.56), respectively.

E = G′,
(xE)′ = (xG′)′

= KnP
2
n , (4.11.77)

where

Kn = Kn(0),
Pn = Pn(x, 0)

=
Dn[xn(1 + x)n−1]

(n− 1)!
. (4.11.78)

Let

Qn =
Dn[xn−1(1 + x)n]

(n− 1)!
. (4.11.79)

Then,

Pn(−1 − x) = (−1)nQn.

Since

E(−1 − x) = E(x),
it follows that

{(1 + x)E}′ = KnQ
2
n,

{xE}′{(1 + x)E}′ = (KnPnQn)2. (4.11.80)
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The identity

xDn[xn−1(1 + x)n] = nDn−1[xn(1 + x)n−1] (4.11.81)

can be proved by showing that both sides are equal to the polynomial

n!
n∑

r=1

(
n
r

)(
n+ r − 1

n

)
xr.

It follows by differentiating (4.11.79) that

(xQn)′ = nPn. (4.11.82)

Hence,

{x(1 + x)E}′ = (1 + x)E + x{(1 + x)E}′

= (1 + x)E +KnxQ
2
n, (4.11.83)

{x(1 + x)E}′′ = KnQ
2
n +Kn(Q2

n + 2xQnQ
′
n)

= 2KnQn(xQn)′

= 2nKnPnQn. (4.11.84)

The theorem follows from (4.11.80). �

A polynomial solution to the differential equation in Theorem 4.47, and
therefore the expansion of the determinant E, has been found by Chalkley
using a method based on an earlier publication.

Exercises
1. Prove that∣∣∣∣ (1 + x)m+1 + c− 1

m+ 1

∣∣∣∣
n

= U = V, 0 ≤ m ≤ 2n− 2.

2. Prove that

(1 + x)Dn[xn(1 + x)n−1] = nDn−1[xn−1(1 + x)n]

[(1 + x)Pn]′ = nQn.

Hence, prove that

[X2(X2E)′′]′ = 4n2X(XE)′,

where

X =
√
x(1 + x) .
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4.12 Hankelians 5

Notes in orthogonal and other polynomials are given in Appendices A.5 and
A.6. Hankelians whose elements are polynomials have been evaluated by a
variety of methods by Geronimus, Beckenbach et al., Lawden, Burchnall,
Seidel, Karlin and Szegö, Das, and others. Burchnall’s methods apply the
Appell equation but otherwise have little in common with the proof of the
first theorem in which Lm(x) is the simple Laguerre polynomial.

4.12.1 Orthogonal Polynomials
Theorem 4.54.

|Lm(x)|n =
(−1)n(n−1)/20! 1! 2! · · · (n− 2)!
n! (n+ 1)! (n+ 2)! · · · (2n− 2)!

xn(n−1), n ≥ 2.

0≤m≤2n−2

Proof. Let

φm(x) = xmLm

(
1
x

)
,

then

φ′
m(x) = mφm−1(x),
φ0 = 1. (4.12.1)

Hence, φm is an Appell polynomial in which

φm(0) =
(−1)m

m!
.

Applying Theorem 4.33 in Section 4.9.1 on Hankelians with Appell polyno-
mial elements and Theorem 4.47b in Section 4.11.3 on determinants with
binomial and factorial elements,∣∣∣∣xmLm

(
1
x

)∣∣∣∣
n

= |φm(x)|n, 0 ≤ m ≤ 2n− 2

= |φm(0)|n
=
∣∣∣∣ (−1)m

m!

∣∣∣∣
n

=
∣∣∣∣ 1m!

∣∣∣∣
n

=
(−1)n(n−1)/20! 1! 2! · · · (n− 2)!
n! (n+ 1)! (n+ 2)! · · · (2n− 2)!

. (4.12.2)

But ∣∣∣∣xmLm

(
1
x

)∣∣∣∣
n

= xn(n−1)
∣∣∣∣Lm

(
1
x

)∣∣∣∣
n

. (4.12.3)
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The theorem follows from (4.12.2) and (4.12.3) after replacing x by
x−1. �

In the next theorem, Pm(x) is the Legendre polynomial.

Theorem 4.55.

|Pm(x)|n = 2−(n−1)2(x2 − 1)n(n−1)/2.

0≤m≤2n−2

First Proof. Let

φm(x) = (1 − x2)−m/2Pm(x).

Then

φ′
m(x) = mFφm−1(x)

where

F = (1 − x2)−3/2

φ0 = P0(x) = 1. (4.12.4)

Hence, if A = |φm(x)|n, then A′ = 0 and A = |φm(0)|n.
|Pm(x)|n =

∣∣(1 − x2)m/2φm(x)
∣∣
n
, 0 ≤ m ≤ 2n− 2

= (1 − x2)n(n−1)/2|φm(x)|n
= (1 − x2)n(n−1)/2|φm(0)|n
= (1 − x2)n(n−1)/2|Pm(0)|n.

The formula

|Pm(0)|n = (−1)n(n−1)/22−(n−1)2

is proved in Theorem 4.50 in Section 4.11.3 on determinants with binomial
and factorial elements. The theorem follows. �

Other functions which contain orthogonal polynomials and which satisfy
the Appell equation are given by Carlson.
The second proof, which is a modified and detailed version of a proof

outlined by Burchnall with an acknowledgement to Chaundy, is preceded
by two lemmas.

Lemma 4.56. The Legendre polynomial Pn(x) is equal to the coefficient
of tn in the polynomial expansion of [(u+ t)(v + t)]n, where u = 1

2 (x+ 1)
and v = 1

2 (x− 1).

Proof. Applying the Rodrigues formula for Pn(x) and the Cauchy
integral formula for the nth derivative of a function,

Pn(x) =
1

2nn!
Dn(x2 − 1)n
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=
1

2n+1πi

∫
C

(ζ2 − 1)n

(ζ − x)n+1 dζ (put ζ = x+ 2t)

=
1

2n+1πi

∫
C′

[(x+ 1 + 2t)(x− 1 + 2t)]n

(2t)n+1 dt

=
1
2πi

∫
C′

g(t)
tn+1 dt

=
g(n)(0)
n!

,

where

g(t) =
[{ 1

2 (x+ 1) + t
}{ 1

2 (x− 1) + t
}]n

. (4.12.5)

The lemma follows. �

[(u+ t)(v + t)]n =
n∑

r=0

n∑
s=0

(
n
r

)(
n
s

)
un−rvn−str+s

=
2n∑
p=0

λnpt
p

where

λnp =
p∑

s=0

(
n
s

)(
n

p− s
)
un−svn−p+s, 0 ≤ p ≤ 2n, (4.12.6)

which, by symmetry, is unaltered by interchanging u and v.
In particular,

λ00 = 1, λn0 = (uv)n, λn,2n = 1, λnn = Pn(x). (4.12.7)

Lemma 4.57.

a. λi,i−r = (uv)rλi,i+r,
b. λi,i−rλj,j+r = λi,i+rλj,j−r.

Proof.

λn,n+r =
n+r∑
s=0

(
n
s

)(
n

n+ r − s
)
un−svs−r

=
n+r∑
s=r

(
n
s

)(
n

s− r
)
un−svs−r.

Changing the sign of r,

λn,n−r =
n−r∑
s=−r

(
n
s

)(
n

s+ r

)
un−svs+r (put s = n− σ)
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=
n+r∑
σ=r

(
n

n− σ
)(

n
n− σ + r

)
uσvn−σ+r

= (uv)r
n+r∑
σ=r

(
n
σ

)(
n

σ − r
)
uσ−rvn−σ. (4.12.8)

Part (a) follows after interchanging u and v and replacing n by i. Part (b)
then follows easily. �

It follows from Lemma 4.56 that Pi+j(x) is equal to the coefficient of
ti+j in the expansion of the polynomial

[(u+ t)(v + t)]i+j = [(u+ t)(v + t)]i[(u+ t)(v + t)]j

=
2i∑
r=0

λirt
r

2j∑
s=0

λjst
s. (4.12.9)

Each sum consists of an odd number of terms, the center terms being λiiti

and λjjtj respectively. Hence, referring to Lemma 4.57,

Pi+j(x) =
min(i,j)∑
r=1

λi,i−rλj,j+r + λiiλjj +
min(i,j)∑
r=1

†λi,i+rλj,j−r

= 2
min(i,j)∑
r=0

λi,i+rλj,j−r, (4.12.10)

where the symbol † denotes that the factor 2 is omitted from the r = 0
term. Replacing i by i− 1 and j by j − 1,

Pi+j−2(x) = 2
min(i,j)∑
r=0

†λi−1,i−1+rλj−1,j−1−r. (4.12.11)

Preparations for the second proof are now complete. Adjusting the dummy
variable and applying, in reverse, the formula for the product of two
determinants (Section 1.4),

|Pi+j−2|n =

∣∣∣∣∣∣2
min(i,j)∑
s=1

†λi−1,i+s−2λj−1,j−s

∣∣∣∣∣∣
n

=
∣∣2λ∗

i−1,i+j−2

∣∣
n

∣∣λj−1,j−i

∣∣
n
, (4.12.12)

where the symbol ∗ denotes that the factor 2 is omitted when j = 1. Note
that λnp = 0 if p < 0 or p > 2n. The first determinant is lower triangular
and the second is upper triangular so that the value of each determinant
is given by the product of the elements in its principal diagonal:

|Pi+j−2|n = 2n−1
n∏

i=1

λi−1,2i−2λj−1,0
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= 2n−1
n∏

i=2

(uv)i−1

= 2n−1(uv)1+2+3+···+n−1

= 2−(n−1)2(x2 − 1)
1
2n(n−1).

which completes the proof.

Exercises
1. Prove that

|Hm(x)|n = (−2)n(n−1)/21! 2! 3! · · · (n− 1)!,
0≤m≤2n−2

where Hm(x) is the Hermite polynomial.
2. If

An =
∣∣∣∣Pn−1 Pn
Pn Pn+1

∣∣∣∣ ,
prove that

n(n+ 1)A′′
n = 2(P ′

n)
2. (Beckenbach et al.)

4.12.2 The Generalized Geometric Series and Eulerian
Polynomials

Notes on the generalized geometric series φm(x), the closely related function
ψm(x), the Eulerian polynomial An(x), and Lawden’s polynomial Sn(x) are
given in Appendix A.6.

ψm(x) =
∞∑
r=1

rmxr,

xψ′
m(x) = ψm+1(x), (4.12.13)
Sm(x) = (1 − x)m+1ψm, m ≥ 0, (4.12.14)
Am(x) = Sm(x), m > 0,

A0 = 1, S0 = x. (4.12.15)

Theorem (Lawden).

En = |ψi+j−2|n =
λnx

n(n+1)/2

(1 − x)n2 ,

Fn = |ψi+j−1|n =
λnn!xn(n+1)/2

(1 − x)n(n+1) ,

Gn = |ψi+j |n =
λn(n!)2xn(n+1)/2(1 − xn+1)

(1 − x)(n+1)2 ,
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Hn = |Si+j−2|n = λnxn(n+1)/2,

Jn = |Ai+j−2|n = λnxn(n−1)/2,

where

λn =
[
1! 2! 3! · · · (n− 1)!]2.

The following proofs differ from the originals in some respects.

Proof. It is proved using a slightly different notation in Theorem 4.28
in Section 4.8.5 on Turanians that

EnGn − En+1Gn−1 = F 2
n ,

which is equivalent to

En−1Gn−1 − EnGn−2 = F 2
n−1. (4.12.16)

Put x = et in (4.12.5) so that

Dx = e−tDt

Dt = xDx, Dx =
∂

∂x
, etc. (4.12.17)

Also, put

θm(t) = ψm(et)

=
∞∑
r=1

rmert

θ′
m(t) = θm+1(t). (4.12.18)

Define the column vector Cj(t) as follows:

Cj(t) =
[
θj(t) θj+1(t) θj+2(t) . . .

]T
so that

C′
j = Cj+1(t). (4.12.19)

The number of elements in Cj is equal to the order of the determinant of
which it is a part, that is, n, n− 1, or n− 2 in the present context.
Let

Qn(t, τ) =
∣∣C0(τ) C1(t) C2(t) · · ·Cn−1(t)

∣∣
n
, (4.12.20)

where the argument in the first column is τ and the argument in each of
the other columns is t. Then,

Qn(t, t) = En. (4.12.21)

Differentiate Qn repeatedly with respect to τ , apply (4.12.19), and put
τ = t.

Dr
τ{Qn(t, t)} = 0, 1 ≤ r ≤ n− 1, (4.12.22)
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Dn
τ {Qn(t, t)} =

∣∣Cn(t) C1(t) C2(t) · · ·Cn−1(t)
∣∣
n

= (−1)n−1
∣∣C1(t) C2(t) · · ·Cn−1(t) Cn(t)

∣∣
n

= (−1)n−1Fn. (4.12.23)

The cofactors Q(n)
i1 , 1 ≤ i ≤ n, are independent of τ .

Q
(n)
11 (t) = E(n)

11 = Gn−1,

Q
(n)
n1 (t) = (−1)n+1

∣∣C1(t) C2(t) C3(t) · · ·Cn−1(t)
∣∣
n−1

= (−1)n+1Fn−1,

Q
(n)
1n (t, τ) = (−1)n+1

∣∣C1(τ) C2(t) C3(t) · · ·Cn−1(t)
∣∣
n−1.(4.12.24)

Hence,

Dr
τ{Q(n)

1n (t, t)} = 0, 1 ≤ r ≤ n− 2

Dn−1
τ {Q(n)

1n (t, t)} = (−1)n+1
∣∣Cn(t) C2(t) C3(t) · · ·Cn−1(t)

∣∣
n−1

= −∣∣C2(t) C3(t) · · ·Cn−1(t) Cn(t)
∣∣
n−1

= −Gn−1,

Dn
τ {Q(n)

1n (t, t)} = −Dt(Gn−1),

Q(n)
nn (t, τ) = Qn−1(t, τ),

Q(n)
nn (t, t) = En−1,

Dr
τ{Q(n)

nn (t, t)} =

{ 0, 1 ≤ r ≤ n− 2
(−1)nFn−1, r = n− 1
(−1)nDt(Fn−1), r = n.

(4.12.25)

Q
(n)
1n,1n(t) = Gn−2. (4.12.26)

Applying the Jacobi identity to the cofactors of the corner elements of
Qn, ∣∣∣∣Q(n)

11 (t) Q
(n)
1n (t, τ)

Q
(n)
n1 (t) Q

(n)
nn (t, τ)

∣∣∣∣ = Qn(t, τ)Q
(n)
1n,1n(t),∣∣∣∣ Gn−1 Q

(n)
1n (t, τ)

(−1)n+1Fn−1 Q
(n)
nn (t, τ)

∣∣∣∣ = Qn(t, τ)Gn−2. (4.12.27)

The first column of the determinant is independent of τ , hence, differenti-
ating n times with respect to τ and putting τ = t,∣∣∣∣ Gn−1 Dt(Gn−1)

(−1)n+1Fn−1 (−1)nDt(Fn−1)

∣∣∣∣ = (−1)n+1FnGn−2,

Gn−1Dt(Fn−1) − Fn−1Dt(Gn−1) = −FnGn−2,

Dt

[
Gn−1

Fn−1

]
=
FnGn−2

F 2
n−1

.
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Reverting to x and referring to (4.12.17),

xDx

[
Gn−1

Fn−1

]
=
FnGn−2

F 2
n−1

, (4.12.28)

where the elements in the determinants are now ψm(x), m = 0, 1, 2, . . ..
The difference formula

∆mψ0 = xψm, m = 1, 2, 3, . . . , (4.12.29)

is proved in Appendix A.8. Hence, applying the theorem in Section 4.8.2
on Hankelians whose elements are differences,

En = |ψm|n, 0 ≤ m ≤ 2n− 2
= |∆mψ0|n

=

∣∣∣∣∣∣∣
ψ0 xψ1 xψ2 · · ·
xψ1 xψ2 xψ3 · · ·
xψ2 xψ3 xψ4 · · ·
. . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣
n

. (4.12.30)

Every element except the one in position (1, 1) contains the factor x. Hence,
removing these factors and applying the relation

ψ0/x = ψ0 + 1,

En = xn

∣∣∣∣∣∣∣
ψ0 + 1 ψ1 ψ2 · · ·
ψ1 ψ2 ψ3 · · ·
ψ2 ψ3 ψ4 · · ·
. . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣
n

= xn
(
En + E(n)

11

)
. (4.12.31)

Hence

E
(n)
11 = Gn−1 =

(
1 − xn
xn

)
En. (4.12.32)

Put

un =
Gn

Fn
,

vn =
En−1

En
. (4.12.33)

The theorem is proved by deducing and solving a differential–difference
equation satisfied by un:

vn
vn+1

=
En−1En+1

E2
n

.

From (4.12.32),

Gn−1

Gn
=
x(1 − xn)vn+1

1 − xn+1 . (4.12.34)
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From (4.12.28) and (4.12.33),

xu′
n−1 =

(
Gn−1

Fn−1

)2(
Fn
Gn

)(
Gn−2

Gn−1

)(
Gn

Gn−1

)
,

unu
′
n−1

u2
n−1

=
(1 − xn−1)(1 − xn+1)

x(1 − xn)2
[
vn
vn+1

]
. (4.12.35)

From (4.12.16),(
Fn−1

Gn−1

)2

=
En−1

Gn−1
−
(
En

Gn−1

)(
Gn−2

Gn−1

)

=
(
En−1

En

)(
En

Gn−1

)[
1 −

(
En

En−1

)(
Gn−2

Gn−1

)]
1

u2
n−1

= vn

(
xn

1 − xn
)[

1 − x(1 − xn−1)
1 − xn

]

=
xn(1 − x)
(1 − xn)2 vn.

Replacing n by n+ 1,

1
u2
n

=
xn+1(1 − x)
(1 − xn+1)2

vn+1. (4.12.36)

Hence, (
un
un−1

)2

=
1
x

(
1 − xn+1

1 − xn
)2 [

vn
vn+1

]
. (4.12.37)

Eliminating vn/vn+1 from (4.12.35) yields the differential–difference equa-
tion

un =
(
1 − xn+1

1 − xn−1

)
u′
n−1. (4.12.38)

Evaluating un as defined by (4.12.33) for small values of n, it is found that

u1 =
1!(1 − x2)
(1 − x)2 , u2 =

2!(1 − x3)
(1 − x)3 , u3 =

3!(1 − x4)
(1 − x)4 . (4.12.39)

The solution which satifies (4.12.38) and (4.12.39) is

un =
Gn

Fn
=
n!(1 − xn+1)
(1 − x)n+1 . (4.12.40)

From (4.12.36),

vn =
En−1

En
=

(1 − x)2n−1

(n− 1)!2xn
,

which yields the difference equation

En =
(n− 1)!2xn

(1 − x)2n−1En−1. (4.12.41)
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Evaluating En for small values of n, it is found that

E1 =
x

1 − x, E2 =
1!2x3

(1 − x)4 , E3 =
[1! 2!]2x6

(1 − x)9 . (4.12.42)

The solution which satisfies (4.12.41) and (4.12.42) is as given in the the-
orem. It is now a simple exercise to evaluate Fn and Gn. Gn is found in
terms of En+1 by replacing n by n + 1 in (4.12.32) and then Fn is given
in terms of Gn by (4.12.40). The results are as given in the theorem. The
proof of the formula for Hn follows from (4.12.14).

Hn = |Sm|n
= |(1 − x)m+1ψm|n
= (1 − x)n2 |ψm|n
= (1 − x)n2

En. (4.12.43)

The given formula follows. The formula for Jn is proved as follows:

Jn = |Am|n.
Since

A0 = 1 = (1 − x)(ψ0 + 1), (4.12.44)

it follows by applying the second line of (4.12.31) that

Jn =

∣∣∣∣∣∣∣
(1 − x)(ψ0 + 1) (1 − x)2ψ1 (1 − x)3ψ2 · · ·

(1 − x)2ψ1 (1 − x)3ψ2 (1 − x)4ψ3 · · ·
(1 − x)3ψ2 (1 − x)4ψ3 (1 − x)5ψ4 · · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣
n

= (1 − x)n2

∣∣∣∣∣∣∣
ψ0 + 1 ψ1 ψ2 · · ·
ψ1 ψ2 ψ3 · · ·
ψ2 ψ3 ψ4 · · ·
. . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣
n

= (1 − x)n2
x−nEn

= x−nHn, (4.12.45)

which yields the given formula and completes the proofs of all five parts of
Lawden’s theorem. �

4.12.3 A Further Generalization of the Geometric Series
Let An denote the Hankel–Wronskian defined as

An = |Di+j−2f |n, D =
d

dt
, A0 = 1, (4.12.46)
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where f is an arbitrary function of t. Then, it is proved that Section 6.5.2
on Toda equations that

D2(logAn) =
An+1An−1

A2
n

. (4.12.47)

Put

gn = D2(logAn). (4.12.48)

Theorem 4.58. gn satisfies the differential–difference equation

gn = ng1 +
n−1∑
r=1

(n− r)D2(log gr).

Proof. From (4.12.47),

Ar+1Ar−1

A2
r

= gr,

s∏
r=1

Ar+1

Ar

s∏
r=1

Ar−1

Ar
=

s∏
r=1

gr,

which simplifies to

As+1

As
= A1

s∏
r=1

gr. (4.12.49)

Hence,

n−1∏
s=1

As+1

As
= An−1

1

n−1∏
s=1

s∏
r=1

gr,

An = An
1

n−1∏
r=1

gn−r
r

= An
1

n−1∏
r=1

grn−r, (4.12.50)

logAn = n logA1 +
n−1∑
r=1

(n− r) log gr. (4.12.51)

The theorem appears after differentiating twice with respect to t and
referring to (4.12.48). �

In certain cases, the differential–difference equation can be solved and
An evaluated from (4.12.50). For example, let

f =
(

et

1 − et
)p
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=
∞∑
r=0

(p)re(r+p)t

r!
,

where

(p)r = p(p+ 1)(p+ 2) · · · (p+ r − 1) (4.12.52)

and denote the corresponding determinant by E(p)
n :

E(p)
n =

∣∣ψ(p)
m

∣∣
n
, 0 ≤ m ≤ 2n− 2,

where

ψ(p)
m = Dmf

=
∞∑
r=0

(p)r(r + p)me(r+p)t

r!
. (4.12.53)

Theorem 4.59.

E(p)
n =

en(2p+n−1)t/2

(1 − et)n(p+n−1)

n−1∏
r=1

r!(p)r.

Proof. Put

gr =
αre

t

(1 − et)2 , αr constant,

and note that, from (4.12.48),

g1 = D2(log f)

=
pet

(1 − et)2 ,

so that α1 = p and

log gr = logαr + t− 2 log(1 − et),
D2(log gr) =

2et

(1 − et)2 . (4.12.54)

Substituting these functions into the differential–difference equation, it is
found that

αn = nα1 + 2
n−1∑
r=1

(n− r)

= n(p+ n− 1). (4.12.55)

Hence,

gn =
n(p+ n− 1)et

(1 − et)2 ,

gn−r =
(n− r)(p+ n− r − 1)et

(1 − et)2 . (4.12.56)
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Substituting this formula into (4.12.50) with An → E
(p)
n and E(1)

n = f ,

E(p)
n =

(
et

1 − et
)p n−1∏

r=1

[
(n− r)(p+ n− r − 1)

et

(1 − et)2
]r
, (4.12.57)

which yields the stated formula. �

Note that the substitution x = et yields

ψ(1)
m = ψm,
E(1)

n = En,

so that ψ(p)
m may be regarded as a further generalization of the geometric

series ψm and E(p)
n is a generalization of Lawden’s determinant En.

Exercise. If

f =
{ secpx
cosecpx

,

prove that

An =
{
secn(p+n−1)x
cosecn(p+n−1)

n−1∏
r=1

r! (p)r.

4.13 Hankelians 6

4.13.1 Two Matrix Identities and Their Corollaries
Define three matrices M, K, and N of order n as follows:

M = [αij ]n (symmetric),

K = [2i+j−1ki+j−2]n (Hankel),

N = [βij ]n (lower triangular),

(4.13.1)

where

αij =
{
(−1)j−1ui−j + ui+j−2, j ≤ i
(−1)i−1uj−i + ui+j+2, j ≥ i; (4.13.2)

ur =
N∑
j=1

ajfr(xj), aj arbitrary; (4.13.3)

fr(x) = 1
2

{
(x+

√
1 + x2)r + (x−

√
1 + x2)r

}
; (4.13.4)

kr =
N∑
j=1

ajx
r
j ; (4.13.5)

βij = 0, j > i or i+ j odd,
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β2i,2i = λii, i ≥ 1,
β2i+1,2j+1 = λij , 0 ≤ j ≤ i,
β2i+2,2j = λi+1,j − λij , 1 ≤ j ≤ i+ 1, (4.13.6)

λij =
i

i+ j

(
i+ j
2j

)
;

λii = 1
2 , i > 0; λi0 = 1, i ≥ 0. (4.13.7)

The functions λij and fr(x) appear in Appendix A.10.

Theorem 4.60.

M = NKNT .

Proof. Let

G = [γij ]n = NKNT . (4.13.8)

Then

GT = NKTNT

= NKNT

= G.

Hence, G is symmetric, and since M is also symmetric, it is sufficient to
prove that αij = γij for j ≤ i. There are four cases to consider:

i. i, j both odd,
ii. i odd, j even,
iii. i even, j odd,
iv. i, j both even.

To prove case (i), put i = 2p+1 and j = 2q+1 and refer to Appendix A.10,
where the definition of gr(x) is given in (A.10.7), the relationships between
fr(x) and gr(x) are given in Lemmas (a) and (b) and identities among the
gr(x) are given in Theorem 4.61.

α2p+1,2q+1 = u2q+2p + u2q−2p

=
N∑
j=1

aj
{
f2q+2p(xj) + f2q−2p(xj)

}

=
N∑
j=1

aj
{
gq+p(xj) + gq−p(xj)

}

= 2
N∑
j=1

ajgp(xj)gq(xj). (4.13.9)

It follows from (4.13.8) and the formula for the product of three matrices
(the exercise at the end of Section 3.3.5) with appropriate adjustments to
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the upper limits that

γij =
i∑

r=1

j∑
s=1

βir2r+s−1kr+s−2βjs.

Hence,

γ2p+1,2q+1 = 2
2p+1∑
r=1

2q+1∑
s=1

β2p+1,r2r+s−2kr+s−2β2q+1,s. (4.13.10)

From the first line of (4.13.6), the summand is zero when r and s are even.
Hence, replace r by 2r + 1, replace s by 2s + 1 and refer to (4.13.5) and
(4.13.6),

γ2p+1,2q+1 = 2
p∑

r=0

q∑
s=0

β2p+1,2r+1β2q+1,2s+122r+2sk2r+2s

= 2
p∑

r=0

q∑
s=0

λprλqs

N∑
j=1

aj(2xj)2r+2s

= 2
N∑
j=1

aj

p∑
r=0

λpr(2xj)2r
q∑

s=0

λqs(2xj)2s

= 2
N∑
j=1

ajgp(xj)gq(xj)

= α2p+1,2q+1, (4.13.11)

which completes the proof of case (i). Cases (ii)–(iv) are proved in a similar
manner. �

Corollary.

|αij |n = |M|n = |N|2n|K|n
= |βij |2n|2i+j−1ki+j−2|n

=

(
n∏

i=1

βii

)2

2n|2i+j−2ki+j−2|n. (4.13.12)

But, β11 = 1 and βii = 1
2 , 2 ≤ i ≤ n. Hence, referring to Property (e) in

Section 2.3.1,

|αij |n = 2n
2−2n+2|ki+j−2|n. (4.13.13)

Thus, M can be expressed as a Hankelian.
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Define three other matrices M′, K′, and N′ of order n as follows:

M′ = [α′
ij ]n (symmetric),

K′ = [2i+j−1(ki+j + ki+j−2)]n (Hankel),

N′ = [β′
ij ]n (lower triangular),

(4.13.14)

where kr is defined in (4.13.5);

α′
ij =

{
(−1)j−1ui−j + ui+j , j ≤ i
(−1)i−1uj−i + ui+j , j ≥ i, (4.13.15)

β′
ij = 0, j > i or i+ j odd,

β′
2i,2j =

1
2µij , 1 ≤ j ≤ i,

β′
2i+1,2j+1 = λij + 1

2µij , 0 ≤ j ≤ i. (4.13.16)

The functions λij and 1
2µij appear in Appendix A.10. µij = (2j/i)λij .

Theorem 4.61.

M = N′K(N′)T .

The details of the proof are similar to those of Theorem 4.60.
Let

N′K′(N′)T = [γ′
ij ]n

and consider the four cases separately. It is found with the aid of
Theorem A.8(e) in Appendix A.10 that

γ′
2p+1,2q+1 =

N∑
j=1

aij
{
gq−p(xj) + gq+p+1(xj)

}
= α′

2p+1,2q+1 (4.13.17)

and further that γ′
ij = α

′
ij for all values of i and j.

Corollary.

|α′
ij |n = |M′|n = |N′|2n|K′|n

= |β′
ij |2n2n

∣∣2i+j−2(ki+j + ki+j−2)
∣∣
n

= 2n
2 |ki+j + ki+j−2|n (4.13.18)

since β′
ii = 1 for all values of i. Thus, M′ can also be expressed as a

Hankelian.

4.13.2 The Factors of a Particular Symmetric Toeplitz
Determinant

The determinants

Pn = 1
2 |pij |n,



4.14 Casoratians — A Brief Note 169

Qn = 1
2 |qij |n, (4.13.19)

where

pij = t|i−j| − ti+j ,

qij = t|i−j| + ti+j−2, (4.13.20)

appear in Section 4.5.2 as factors of a symmetric Toeplitz determinant.
Put

tr = ωrur, (ω2 = −1).

Then,

pij = ωi+j−2α′
ij ,

qij = ωi+j−2αij , (4.13.21)

where α′
ij and αij are defined in (4.13.15) and (4.13.2), respectively. Hence,

referring to the corollaries in Theorems 4.60 and 4.61,

Pn = 1
2

∣∣ωi+j−2α′
ij

∣∣
n

= 1
2ω

n(n−1)|α′
ij |n

= (−1)n(n−1)/22n
2−1|ki+j + ki+j−2|n. (4.13.22)

Qn = 1
2 |ωi+j−2αij |n

= (−1)n(n−1)/22(n−1)2 |ki+j−2|n. (4.13.23)

Since Pn and Qn each have a factor ωn(n−1) and n(n − 1) is even for all
values of n, these formulas remain valid when ω is replaced by (−ω) and
are applied in Section 6.10.5 on the Einstein and Ernst equations.

4.14 Casoratians — A Brief Note

The Casoratian Kn(x), which arises in the theory of difference equations,
is defined as follows:

Kn(x) = |fi(x+ j − 1)|n

=

∣∣∣∣∣∣∣
f1(x) f1(x+ 1) · · · f1(x+ n− 1)
f2(x) f2(x+ 1) · · · f2(x+ n− 1)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
fn(x) fn(x+ 1) · · · fn(x+ n− 1)

∣∣∣∣∣∣∣
n

.

The role played by Casoratians in the theory of difference equations is
similar to the role played by Wronskians in the theory of differential equa-
tions. Examples of their applications are given by Milne-Thomson, Brand,
and Browne and Nillsen. Some applications of Casoratians in mathematical
physics are given by Hirota, Kajiwara et al., Liu, Ohta et al., and Yuasa.



5
Further Determinant Theory

5.1 Determinants Which Represent Particular
Polynomials

5.1.1 Appell Polynomial
Notes on Appell polynomials are given in Appendix A.4.
Let

ψn(x) = (−1)n
n∑

r=0

(
n
r

)
αn−r(−x)r. (5.1.1)

Theorem.

a. ψn(x) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

α0 α1 α2 α3 · · · αn−1 αn

1 x x2 x3 · · · · · ·
(
n
0

)
xn

1 2x 3x2 · · · · · ·
(
n
1

)
xn−1

1 3x · · · · · ·
(
n
2

)
xn−2

· · · · · · · · · · · ·
1 nx

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

,
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b. ψn(x) =
1
n!

∣∣∣∣∣∣∣∣∣∣∣

α0 α1 α2 α3 · · · αn−1 αn
n x

n− 1 2x
n− 2 3x

. . . . . . . . . . . . . . . . . . . . .
1 nx

∣∣∣∣∣∣∣∣∣∣∣
n+1

.

Both determinants are Hessenbergians (Section 4.6).

Proof of (a). Denote the determinant by Hn+1, expand it by the two
elements in the last row, and repeat this operation on the determinants of
lower order which appear. The result is

Hn+1(x) =
n∑

r=1

(
n
r

)
Hn+1−r(−x)r + (−1)nαn.

The Hn+1 term can be absorbed into the sum, giving

(−1)nαn =
n∑

r=0

(
n
r

)
Hn+1−r(−x)r.

This is an Appell polynomial whose inverse relation is

Hn+1(x) =
n∑

r=0

(
n
r

)
(−1)n−rαn−rx

r,

which is equivalent to the stated result.

Proof of (b). Denote the determinant by H∗
n+1 and note that some

of its elements are functions of n, so that the minor obtained by removing
its last row and column is not equal to H∗

n and hence there is no obvious
recurrence relation linking H∗

n+1, H
∗
n, H

∗
n−1, etc.

The determinantH∗
n+1 can be obtained by transformingHn+1 by a series

of row operations which reduce some of its elements to zero. Multiply Ri

by (n+2− i), 2 ≤ i ≤ n+1, and compensate for the unwanted factor n! by
dividing the determinant by that factor. Now perform the row operations

R′
i = Ri −

(
i− 1

n+ 1 − i
)
xRi+1

first with 2 ≤ i ≤ n, which introduces (n − 1) zero elements into Cn+1,
then with 2 ≤ i ≤ n − 1, which introduces (n − 2) zero elements into Cn,
then with 2 ≤ i ≤ n − 2, etc., and, finally, with i = 2. The determinant
H∗

n+1 appears. �
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5.1.2 The Generalized Geometric Series and Eulerian
Polynomials

Notes on the generalized geometric series ψn(x) and the Eulerian
polynomials An(x) are given in Appendix A.6.

An(x) = (1 − x)n+1ψn(x). (5.1.2)

Theorem (Lawden).

An

n!x
=

∣∣∣∣∣∣∣∣∣∣∣

1 1 − x
1/2! 1 1 − x
1/3! 1/2! 1 1 − x

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1/(n− 1)! 1/(n− 2)! · · · 1 1 − x

1/n! 1/(n− 1)! · · · 1/2! 1

∣∣∣∣∣∣∣∣∣∣∣
n

.

The determinant is a Hessenbergian.

Proof. It is proved in the section on differences (Appendix A.8) that

∆mψ0 =
m∑
s=0

(−1)m−s

(
m
s

)
ψs = xψm. (5.1.3)

Put

ψs = (−1)ss!φs. (5.1.4)

Then,

m−1∑
s=0

φs
(m− s)! + (1 − x)φm = 0, m = 1, 2, 3, . . . . (5.1.5)

In some detail,

φ0 + (1 − x)φ1 = 0,

φ0/2! + φ1 + (1 − x)φ2 = 0,

φ0/3! + φ1/2 + φ2 + (1 − x)φ3 = 0,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

φ0/n! + φ1/(n− 1)! + φ2/(n− 2)! + · · · + φn−1 + (1 − x)φn = 0.

(5.1.6)

When these n equations in the (n + 1) variables φr, 0 ≤ r ≤ n, are
augmented by the relation

(1 − x)φ0 = x, (5.1.7)

the determinant of the coefficients is triangular so that its value is
(1 − x)n+1. Solving the (n + 1) equations by Cramer’s formula (Sec-
tion 2.3.5),
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φn =
1

(1 − x)n+1∣∣∣∣∣∣∣∣∣∣∣∣∣

1 − x x
1 1 − x 0

1/2! 1 1 − x 0
1/3! 1/2! 1 1 − x 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1/(n− 1)! 1/(n− 2)! . . . . . . . . . . . . . . 1 1 − x 0

1/n! 1/(n− 1)! . . . . . . . . . . . . . . 1/2! 1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

(5.1.8)

After expanding the determinant by the single nonzero element in the last
column, the theorem follows from (5.1.2) and (5.1.4). �

Exercises
Prove that

1.
n∑

r=0

αrx
n−ryr =

∣∣∣∣∣∣∣∣∣∣∣

α0 α1 α2 α3 · · · αn−1 αn
−y x

−y x
−y x

. . . . . . . . . . . . . . . . .
−y x

∣∣∣∣∣∣∣∣∣∣∣
n+1

.

2. (x+ y)n =

∣∣∣∣∣∣∣∣∣∣∣

1 x x2 x3 · · · xn−1 xn

−1 y xy x2y · · · xn−2y xn−1y
−1 y xy · · · xn−3y xn−2y

−1 y · · · xn−4y xn−3y
. . . . . . . . . . . . . . . . . . . . . . . . . . .

−1 y

∣∣∣∣∣∣∣∣∣∣∣
n+1

.

3. (−b)n2F0

(
x

a
,−n;− b

a

)

=

∣∣∣∣∣∣∣∣∣∣∣∣∣

−c1 b
a −c2 b

2a −c3 b
3a −c4

· · · · · · · · ·
−cn−1 b
(n− 1)a −cn

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

,

where

cr = (r − 1)a+ b+ x. (Frost and Sackfield)

and 2F0 is the generalized hypergeometric function.
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5.1.3 Orthogonal Polynomials
Determinants which represent orthogonal polynomials (Appendix A.5)
have been constructed using various methods by Pandres, Rösler, Yahya,
Stein et al., Schleusner, and Singhal, Frost and Sackfield and others. The
following method applies the Rodrigues formulas for the polynomials.
Let

An = |aij |n,
where

aij =
(
j − 1
i− 1

)
u(j−i) −

(
j − 1
i− 2

)
v(j−i+1), u(r) = Dr(u), etc.,

u =
vy′

y
= v(log y)′. (5.1.9)

In some detail,

An =

∣∣∣∣∣∣∣∣∣∣∣∣∣

u u′ u′′ u′′′ · · · u(n−2) u(n−1)

−v u− v′ 2u′ − v′′ 3u′′ − v′′′ · · · · · · · · ·
−v u− 2v′ 3u′ − 3v′′ · · · · · · · · ·

−v u− 3v′ · · · · · · · · ·
−v · · · · · · · · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . .
−v u− (n− 1)v′

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

.

(5.1.10)

Theorem.

a. A(n+1)
n+1,n = −A′

n,

b. An =
vnDn(y)

y
.

Proof. Express An in column vector notation:

An =
∣∣C1 C2 C3 · · ·Cn

∣∣
n
,

where

Cj =
[
a1j a2j a3j · · · aj+1,j On−j−1

]T
n

(5.1.11)

where Or represents an unbroken sequence of r zero elements.
Let C∗

j denote the column vector obtained by dislocating the elements
of Cj one position downward, leaving the uppermost position occupied by
a zero element:

C∗
j =

[
O a1j a2j · · · ajj aj+1,j On−j−2

]T
n
. (5.1.12)

Then,

C′
j +C

∗
j =

[
a′
1j (a′

2j + a1j) (a
′
3j + a2j) · · · (a′

j+1,j + ajj) aj+1,j On−j−2
]T
n
.
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But

a′
ij + ai−1,j =

[(
j − 1
i− 1

)
+
(
j − 1
i− 2

)]
u(j−i+1)

−
[(
j − 1
i− 2

)
+
(
j − 1
i− 3

)]
v(j−i+2)

=
(

j
i− 1

)
u(j−i+1) −

(
j

i− 2

)
v(j−i+2)

= ai,j+1. (5.1.13)

Hence,

C′
j +C

∗
j = Cj+1, (5.1.14)

A′
n =

n∑
j=1

∣∣C1 C2 · · ·C′
j Cj+1 · · ·Cn−1 Cn

∣∣
n
,

A
(n+1)
n+1,n = −∣∣C1 C2 · · ·Cj Cj+1 · · ·Cn−1 Cn+1

∣∣
n
. (5.1.15)

Hence,

A′
n +A(n+1)

n+1,n =
n∑

j=1

∣∣C1 C2 · · · (C′
j −Cj+1) Cj+1 · · ·Cn

∣∣
n

= −
n∑

j=1

∣∣C1 C2 · · ·C∗
j · · ·Cn

∣∣
= 0

by Theorem 3.1 on cyclic dislocations and generalizations in Section 3.1,
which proves (a).
Expanding An+1 by the two elements in its last row,

An+1 = (u− nv′)An − vA(n+1)
n+1,n

= (u− nv′)An + vA′
n

= v
[
A′

n +
(
u

v
− nv′

v

)
An

]
,

yAn+1

vn+1 =
y

vn

[
A′

n +
(
y′

y
− nv′

v

)
An

]

=
yA′

n

vn
+
( y
vn

)′
An

= D
(
yAn

vn

)

= D2
(
yAn−1

vn−1

)

= Dr

(
yAn−r+1

vn−r+1

)
, 0 ≤ r ≤ n
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= Dn

(
yA1

v

)
,

(
A1 = u =

vy′

y

)
= Dn+1(y).

Hence,

An+1 =
vn+1Dn+1(y)

y
,

which is equivalent to (b).
The Rodrigues formula for the generalized Laguerre polynomial L(α)

n (x)
is

L(α)
n (x) =

xnDn(e−xxn+α)
n! e−xxn+α

. (5.1.16)

Hence, choosing

v = x,

y = e−xxn+α,

so that

u = x− n− α, (5.1.17)

formula (b) becomes

L(α)
n (x) =

1
n!

× (5.1.18)∣∣∣∣∣∣∣∣∣∣

n+ α− x 1
−x n+ α− x− 1 2

−x n+ α− x− 2 3
· · · · · · · · · · · ·

2 + α− x n− 1
−x 1 + α− x

∣∣∣∣∣∣∣∣∣∣
n

.

�

Exercises
Prove that

1. L(α)
n (x) =

1
n!

∣∣∣∣∣∣∣∣∣

n+ α− x n+ α n+ α n+ α · · ·
1 n+ α− x n+ α n+ α · · ·

2 n+ α− x n+ α · · ·
3 n+ α− x · · ·

. . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣
n

(Pandres).
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2. Hn(x) =

∣∣∣∣∣∣∣∣∣∣∣∣∣

2x 2
1 2x 4

1 2x 6
1 2x 8

· · · · · · · · · · · ·
2x 2n− 2
1 2x

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

.

3. Pn(x) =
1
n!

∣∣∣∣∣∣∣∣∣∣∣∣∣

x 1
1 3x 2

2 5x 3
3 7x 4

· · · · · · · · · · · ·
(2n− 3)x n− 1
n− 1 (2n− 1)x

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

(Muir and Metzler).

4. Pn(x) =
1

2nn!∣∣∣∣∣∣∣∣∣∣∣∣∣

2nx 2n
1 − x2 (2n− 2)x 4n− 2

1 − x2 (2n− 4)x 6n− 6
1 − x2 (2n− 6)x

· · · · · · · · ·
4x n2 + n− 2

1 − x2 2x

∣∣∣∣∣∣∣∣∣∣∣∣∣
n

.

5. Let

An = |aij |n =
∣∣C1 C2 C3 · · ·Cn

∣∣,
where

aij = u(j−1)

=



(
j − 1
i− 2

)
v(j−i+1), 2 ≤ i ≤ j + 1,

0, otherwise,

and let

C∗
j =

[
O2 a2j a3j · · · an−1,j

]T
.

Prove that

C′
j +C

∗
j = Cj+1,

A′
n +A(n+1)

n+1,n = 0

and hence prove that

An = (−1)n+1vnDn−1
(u
v

)
.
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6. Prove that the determinant An in (5.1.10) satisfies the relation

An+1 = vA′
n + (u− nv′)An.

Put v = 1 to get

An+1 = A′
n +A1An

where

An =

∣∣∣∣∣∣∣∣∣

u u′ u′′ u′′′ · · ·
−1 u 2u′ 3u′′ · · ·

−1 u 3u′ · · ·
−1 u · · ·

· · · · · ·

∣∣∣∣∣∣∣∣∣
n

.

These functions appear in a paper by Yebbou on the calculation of
determining factors in the theory of differential equations. Yebbou uses
the notation α[n] in place of An.

5.2 The Generalized Cusick Identities

The principal Cusick identity in its generalized form relates a particular
skew-symmetric determinant (Section 4.3) to two Hankelians (Section 4.8).

5.2.1 Three Determinants
Let φr and ψr, r ≥ 1, be two sets of arbitrary functions and define three
power series as follows:

Φi =
∞∑
r=i

φrt
r−i, i ≥ 1;

Ψi =
∞∑
r=i

ψrt
r−i, i ≥ 1;

Gi = ΦiΨi. (5.2.1)

Let

Gi =
∞∑

j=i+1

aijt
j−i−1, i ≥ 1. (5.2.2)

Then, equating coefficients of tj−i−1,

aij =
j−i∑
s=1

φs+i−1ψj−s, i < j. (5.2.3)
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In particular,

ai,2n =
2n−i∑
s=1

φs+i−1ψ2n−s, 1 ≤ i ≤ 2n− 1. (5.2.4)

Let A2n denote the skew-symmetric determinant of order 2n defined as

A2n = |aij |2n, (5.2.5)

where aij is defined by (5.2.3) for 1 ≤ i ≤ j ≤ 2n and aji = −aij , which
implies aii = 0.
Let Hn and Kn denote Hankelians of order n defined as

Hn =
{ |hij |n, hij = φi+j−1

|φm|n, 1 ≤ m ≤ 2n− 1; (5.2.6)

Kn =
{ |kij |n, kij = ψi+j−1

|ψm|n, 1 ≤ m ≤ 2n− 1. (5.2.7)

All the elements φr and ψr which appear in Hn and Kn, respectively, also
appear in a1,2n and therefore also in A2n. The principal identity is given
by the following theorem.

Theorem 5.1.

A2n = H2
nK

2
n.

However, since

A2n = Pf2n,

where Pfn is a Pfaffian (Section 4.3.3), the theorem can be expressed in the
form

Pfn = HnKn. (5.2.8)

Since Pfaffians are uniquely defined, there is no ambiguity in sign in this
relation.

The proof uses the method of induction. It may be verified from (4.3.25)
and (5.2.3) that

Pf1 = a12 = φ1ψ1 = H1K1,

Pf2 =
∣∣φ1ψ1 φ1ψ2 + φ2ψ1 φ1ψ3 + φ2ψ2 + φ3ψ1

φ2ψ2 φ2ψ3 + φ3ψ2
φ3ψ3

∣∣∣∣∣∣
=
∣∣∣∣φ1 φ2
φ2 φ3

∣∣∣∣
∣∣∣∣ψ1 ψ2
ψ2 ψ3

∣∣∣∣
= H2K2 (5.2.9)

so that the theorem is known to be true when n = 1 and 2.
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Assume that

Pfm = HmKm, m < n. (5.2.10)

The method by which the theorem is proved for all values of n is outlined
as follows.
Pfn is expressible in terms of Pfaffians of lower order by the formula

Pfn =
2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n, (5.2.11)

where, in this context, ai,2n is defined as a sum in (5.2.4) so that Pfn
is expressible as a double sum. The introduction of a variable x enables
the inductive assumption (5.2.10) to be expressed as the equality of two
polynomials in x. By equating coefficients of one particular power of x, an
identity is found which expresses Pf(n)

i as the sum of products of cofactors
of Hn and Kn (Lemma 5.5). Hence, Pfn is expressible as a triple sum
containing the cofactors of Hn and Kn. Finally, with the aid of an identity
in Appendix A.3, it is shown that the triple sum simplifies to the product
HnKn.
The following Pfaffian identities will also be applied.

Pf(n)
i =

(
A

(2n−1)
ii

)1/2
, (5.2.12)

(−1)i+jPf(n)
i Pf(n)

j = A(2n−1)
ij , (5.2.13)

Pf(n)
2n−1 = Pfn−1. (5.2.14)

The proof proceeds with a series of lemmas.

5.2.2 Four Lemmas
Let a∗

ij be the function obtained from aij by replacing each φr by
(φr − xφr+1) and by replacing each ψr by (ψr − xψr+1).

Lemma 5.2.

a∗
ij = aij − (ai,j+1 + ai+1,j)x+ ai+1,j+1x

2.

Proof.

a∗
ij =

j−i∑
s=1

(φs+i−1 − xφs+i)(ψj−s − xψj−s+1)

= aij − (s1 + s2)x+ s3x2,

where

s1 =
j−i∑
s=1

φs+i−1ψj−s+1

= ai,j+1 − φiψj ,
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s2 = ai+1,j + φiψj ,
s3 = ai+1,j+1.

The lemma follows. �

Let

A∗
2n = |a∗

ij |2n,
Pf∗n =

(
A∗

2n
)1/2

. (5.2.15)

Lemma 5.3.
2n−1∑
i=1

(−1)i+1Pf(n)
i x2n−i−1 = Pf∗n−1.

Proof. Denote the sum by Fn. Then, referring to (5.2.13) and Section 3.7
on bordered determinants,

F 2
n =

2n−1∑
i=1

2n−1∑
j=1

(−1)i+jPf(n)
i Pf(n)

j x4n−i−j−2

=
2n−1∑
i=1

2n−1∑
j=1

A
(2n−1)
ij x4n−i−j−2

= −

∣∣∣∣∣∣∣∣∣

a11 a12 · · · a1,2n−1 x2n−2

a21 a22 · · · a2,2n−1 x2n−3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a2n−1,1 a2n−1,2 · · · a2n−1,2n−1 1
x2n−2 x2n−3 · · · 1 •

∣∣∣∣∣∣∣∣∣
2n

. (5.2.16)

(It is not necessary to put aii = 0, etc., in order to prove the lemma.)
Eliminate the x’s from the last column and row by means of the row and

column operations

R′
i = Ri − xRi+1, 1 ≤ i ≤ 2n− 2,

C′
j = Cj − xCj+1, 1 ≤ j ≤ 2n− 2. (5.2.17)

The result is

F 2
n = −

∣∣∣∣∣∣∣∣∣

a∗
11 a∗

12 · · · a∗
1,2n−1 •

a∗
21 a∗

22 · · · a∗
2,2n−1 •

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
a∗
2n−1,1 a∗

2n−1,2 · · · a∗
2n−1,2n−1 1

• • · · · 1 •

∣∣∣∣∣∣∣∣∣
2n

= +|a∗
ij |2n−2

= A∗
2n−2.

The lemma follows by taking the square root of each side. �
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Let H∗
n−1 and K∗

n−1 denote the determinants obtained from Hn−1 and
Kn−1, respectively, by again replacing each φr by (φr − xφr+1) and by
replacing each ψr by (ψr − xψr+1). In the notation of the second and
fourth lines of (5.2.6),

H∗
n−1 =

∣∣φm − xφm+1
∣∣
n
, 1 ≤ m ≤ 2n− 3,

K∗
n−1 =

∣∣ψm − xψm+1
∣∣
n
, 1 ≤ m ≤ 2n− 3. (5.2.18)

Lemma 5.4.

a.
n∑

i=1

H
(n)
in x

n−i = H∗
n−1,

b.
n∑

i=1

K
(n)
in x

n−i = K∗
n−1.

Proof of (a).

n∑
i=1

H
(n)
in x

n−i =

∣∣∣∣∣∣∣∣∣

φ1 φ2 · · · φn−1 xn−1

φ2 φ3 · · · φn xn−2

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φn−1 φn · · · φ2n−3 x
φn φn+1 · · · φ2n−2 1

∣∣∣∣∣∣∣∣∣
n

.

The result follows by eliminating the x’s from the last column by means of
the row operations:

R′
i = Ri − xRi+1, 1 ≤ i ≤ n− 1.

Part (b) is proved in a similar manner. �
Lemma 5.5.

(−1)i+1Pf(n)
i =

n∑
j=1

H
(n)
jn K

(n)
i−j+1,n, 1 ≤ i ≤ 2n− 1.

Since K(n)
mn = 0 when m < 1 and when m > n, the true upper limit in the

sum is i, but it is convenient to retain n in order to simplify the analysis
involved in its application.

Proof. It follows from the inductive assumption (5.2.10) that

Pf∗n−1 = H∗
n−1K

∗
n−1. (5.2.19)

Hence, applying Lemmas 5.3 and 5.4,
2n−1∑
i=1

(−1)i+1Pf(n)
i x2n−i−1 =

[
n∑

i=1

H
(n)
in x

n−i

][
n∑

s=1

K(n)
sn x

n−s

]

=


 n∑
j=1

n∑
s=1

H
(n)
jn K

(n)
sn x

2n−j−s


 [

s = i− j + 1

s→ i

]
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=
n∑

j=1

n+j−1∑
i=j

H
(n)
jn K

(n)
i−j+1,nx

2n−i−1

=
2n−1∑
i=1

x2n−i−1
n∑

j=1

H
(n)
jn K

(n)
i−j+1,n. (5.2.20)

Note that the changes in the limits of the i-sum have introduced only zero
terms. The lemma follows by equating coefficients of x2n−i−1. �

5.2.3 Proof of the Principal Theorem
A double-sum identity containing the symbols cij , fi, and gi is given in
Appendix A.3. It follows from Lemma 5.5 that the conditions defining the
validity of the double-sum identity are satisfied if

fi = (−1)i+1Pf(n)
i ,

cij = H
(n)
in K

(n)
jn ,

gi = ai,2n.

Hence,

2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n =

n∑
i=1

n∑
j=1

H
(n)
in K

(n)
jn ai+j−1,2n

=
n∑

i=1

n∑
j=1

H
(n)
in K

(n)
jn

2n−i−j+1∑
s=1

φs+i+j−2ψ2n−s.

From (5.2.11), the sum on the left is equal to Pfn. Also, since the interval
(1, 2n− i− j+1) can be split into the intervals (1, n+1− j) and (n+2− j,
2n − i − j + 1), it follows from the note in Appendix A.3 on a triple sum
that

Pfn =
n∑

j=1

K
(n)
jn Xj +

n−1∑
i=1

H
(n)
in Yi,

where

Xj =
n∑

i=1

H
(n)
in

n+1−j∑
s=1

φs+i+j−2ψ2n−s

=
n+1−j∑
s=1

ψ2n−s

n∑
i=1

φs+i+j−2H
(n)
in

=
n+1−j∑
s=1

ψ2n−s

n∑
i=1

hi,s+j−1H
(n)
in
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= Hn

n+1−j∑
s=1

ψ2n−sδs,n−j+1

= Hnψn+j−1, 1 ≤ j ≤ n; (5.2.21)

Yi =
n∑

j=1

K
(n)
jn

2n−i−j+1∑
s=n+2−j

φt+i+2ψ2n−s,

[
s = t− j
s→ t

]

=
n∑

j=1

K
(n)
jn

2n−i+1∑
t=n+2

φt+i−2ψ2n+j−t

=
2n−i+1∑
t=n+2

φt+i−2

n∑
j=1

ψ2n+j−tK
(n)
jn

=
2n−i+1∑
t=n+2

φt+i−2

n∑
j=1

kj+n+1−t,nK
(n)
jn

= Kn

2n−i+1∑
t=n+2

φt+i−2δt,n+1

= 0, 1 ≤ i ≤ n− 1, (5.2.22)

since t > n+ 1. Hence,

Pfn = Hn

n∑
j=1

K
(n)
jn ψn+j−1

= Hn

n∑
j=1

kjnK
(n)
jn

= HnKn,

which completes the proof of Theorem 5.1.

5.2.4 Three Further Theorems
The principal theorem, when expressed in the form

2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n = HnKn, (5.2.23)

yields two corollaries by partial differentiation. Since the only elements
in Pfn which contain φ2n−1 and ψ2n−1 are ai,2n, 1 ≤ i ≤ 2n − 1, and
Pf(n)

i is independent of ai,2n, it follows that Pf
(n)
i is independent of φ2n−1

and ψ2n−1. Moreover, these two functions occur only once in Hn and Kn,
respectively, both in position (n, n).
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From (5.2.4),

∂ai,2n
∂φ2n−1

= ψi.

Also,

∂Hn

∂φ2n−1
= Hn−1.

Hence,
2n−1∑
i=1

(−1)i+1Pf(n)
i ψi = Hn−1Kn. (5.2.24)

Similarly,
2n−1∑
i=1

(−1)i+1Pf(n)
i φi = HnKn−1. (5.2.25)

The following three theorems express modified forms of |aij |n in terms of
the Hankelians.
Let Bn(φ) denote the determinant which is obtained from |aij |n by

replacing the last row by the row[
φ1 φ2 φ3 . . . φn

]
.

Theorem 5.6.

a. B2n−1(φ) = Hn−1HnK
2
n−1,

b. B2n−1(ψ) = H2
n−1Kn−1Kn,

c. B2n(φ) = −H2
nKn−1Kn,

d. B2n(ψ) = −Hn−1HnK
2
n.

Proof. Expanding B2n−1(φ) by elements from the last row and their
cofactors and referring to (5.2.13), (5.2.14), and (5.2.25),

B2n−1(φ) =
2n−1∑
j=1

φjA
(2n−1)
2n−1,j

= Pf(n)
2n−1

2n−1∑
i=1

(−1)i+1Pf(n)
i φi

= Pfn−1HnKn−1. (5.2.26)

Part (a) now follows from Theorem 5.1 and (b) is proved in a similar
manner.
Expanding B2n(φ) with the aid of Theorem 3.9 on bordered determinants

(Section 3.7) and referring to (5.2.11) and (5.2.25),

B2n(φ) = −
2n−1∑
i=1

2n−1∑
j=1

ai,2nφjA
(2n−1)
ij
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= −
[

2n−1∑
i=1

(−1)i+1Pf(n)
i ai,2n

]2n−1∑
j=1

(−1)j+1Pf(n)
j φj




= −PfnHnKn−1. (5.2.27)

Part (c) now follows from Theorem 5.1 and (d) is proved in a similar
manner. �

Let R(φ) denote the row vector defined as

R(φ) =
[
φ1 φ2 φ3 · · ·φ2n−1 •]

and let B2n(φ, ψ) denote the determinant of order 2n which is obtained
from |aij |2n by replacing the last row by −R(φ) and replacing the last
column by RT (ψ).

Theorem 5.7.

B2n(φ, ψ) = Hn−1HnKn−1Kn.

Proof.

B2n(φ, ψ) =
2n−1∑
i=1

2n−1∑
j=1

ψiφjA
(2n−1)
ij .

The theorem now follows (5.2.13), (5.2.24), and (5.2.25). �

Theorem 5.8.

B2n(φ, ψ) = A
(2n)
2n−1,2n.

Proof. Applying the Jacobi identity (Section 3.6),∣∣∣∣∣A
(2n)
2n−1,2n−1 A

(2n)
2n−1,2n

A
(2n)
2n,2n−1 A

(2n)
2n,2n

∣∣∣∣∣ = A2nA
(2n)
2n−1,2n;2n−1,2n. (5.2.28)

But, A(2n)
ii , i = 2n − 1, 2n, are skew-symmetric of odd order and are

therefore zero. The other two first cofactors are equal in magnitude but
opposite in sign. Hence,(

A
(2n)
2n−1,2n

)2 = A2nA2n−2,

A
(2n)
2n−1,2n = PfnPfn−1. (5.2.29)

Theorem 5.8 now follows from Theorems 5.1 and 5.7. �

If ψr = φr, then Kn = Hn and Theorems 5.1, 5.6a and c, and 5.7
degenerate into identities published in a different notation by Cusick,
namely,

A2n = H4
n,

B2n−1(φ) = H3
n−1Hn,
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B2n(φ) = −Hn−1H
3
n,

B2n(φ, φ) = H2
n−1H

2
n. (5.2.30)

These identities arose by a by-product in a study of Littlewood’s
Diophantime approximation problem.
The negative sign in the third identity, which is not required in Cusick’s

notation, arises from the difference between the methods by which Bn(φ)
and Cusick’s determinant Tn are defined. Note that B2n(φ, φ) is skew-
symmetric of even order and is therefore expected to be a perfect square.

Exercises
1. Prove that

A
(2n)
1,2n = −HnH

(n)
1n KnK

(n)
1n ,

A
(2n−1)
1,2n−1 = Hn−1H

(n)
1n Kn−1K

(n)
1n .

2. Let Vn(φ) be the determinant obtained from A
(2n)
1,2n by replacing the last

row byR2n(φ) and letWn(φ) be the determinant obtained from A(2n−1)
1,2n−1

by replacing the last row by R2n−1(φ). Prove that

Vn(φ) = −HnH
(n)
1n Kn−1K

(n)
1n ,

Wn(φ) = −Hn−1H
(n)
1n Kn−1K

(n−1)
1,n−1 .

3. Prove that

A
(2n)
i,2n = (−1)i+1PfnPf

(n−1)
i .

5.3 The Matsuno Identities

Some of the identities in this section appear in Appendix II in a book on
the bilinear transformation method by Y. Matsuno, but the proofs have
been modified.

5.3.1 A General Identity
Let

An = |aij |n,
where

aij =



uij , j �= i
x−

n∑
r=1
r �=i

uir, j = i, (5.3.1)
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and

uij =
1

xi − xj = −uji, (5.3.2)

where the xi are distinct but otherwise arbitrary.

Illustration.

A3 =

∣∣∣∣∣∣
x− u12 − u13 u12 u13

u21 x− u21 − u23 u23
u31 u32 x− u31 − u32

∣∣∣∣∣∣ .
Theorem.

An = xn.

[This theorem appears in a section of Matsuno’s book in which the xi
are the zeros of classical polynomials but, as stated above, it is valid for all
xi, provided only that they are distinct.]

Proof. The sum of the elements in each row is x. Hence, after performing
the column operations

C′
n =

n∑
j=1

Cj

= x
[
1 1 1 · · · 1]T ,

it is seen that An is equal to x times a determinant in which every element
in the last column is 1. Now, perform the row operations

R′
i = Ri −Rn, 1 ≤ i ≤ n− 1,

which remove every element in the last column except the element 1 in
position (n, n). The result is

An = xBn−1,

where

Bn−1 = |bij |n−1,

bij =



uij − unj = uijunj

uni
, j �= i

x−
n−1∑
r=1
r �=i

uir, j = i.

It is now found that, after row i has been multiplied by the factor uni,
1 ≤ i ≤ n−1, the same factor can be canceled from column i, 1 ≤ i ≤ n−1,
to give the result

Bn−1 = An−1.
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Hence,

An = xAn−1.

But A2 = x2. The theorem follows. �

5.3.2 Particular Identities
It is shown in the previous section that An = xn provided only that the xi
are distinct. It will now be shown that the diagonal elements of An can be
modified in such a way that An = xn as before, but only if the xi are the
zeros of certain orthogonal polynomials. These identities supplement those
given by Matsuno.
It is well known that the zeros of the Laguerre polynomial Ln(x), the

Hermite polynomial Hn(x), and the Legendre polynomial Pn(x) are dis-
tinct. Let pn(x) represent any one of these polynomials and let its zeros be
denoted by xi, 1 ≤ i ≤ n. Then,

pn(x) = k
n∏

r=1

(x− xr), (5.3.3)

where k is a constant. Hence,

log pn(x) = log k +
n∑

r=1

log(x− xr),

p′
n(x)
pn(x)

=
n∑

r=1

1
x− xr . (5.3.4)

It follows that
n∑

r=1
r �=i

1
x− xr =

(x− xi)p′
n(x) − pn(x)

(x− xi)pn(x) . (5.3.5)

Hence, applying the l’Hopital limit theorem twice,
n∑

r=1
r �=i

1
xi − xr = lim

x→xi

[
(x− xi)p′

n(x) − pn(x)
(x− xi)pn(x)

]

= lim
x→xi

[
(x− xi)p′′′

n (x) + p′′
n(x)

(x− xi)p′′
n(x) + 2p′

n(x)

]

=
p′′
n(xi)

2p′
n(xi)

. (5.3.6)

The sum on the left appears in the diagonal elements of An. Now redefine
An as follows:

An = |aij |n,



190 5. Further Determinant Theory

where

aij =

{
uij , j �= i
x− p′′

n(xi)
2p′

n(xi)
, j = i. (5.3.7)

This An clearly has the same value as the original An since the left-
hand side of (5.3.6) has been replaced by the right-hand side, its algebraic
equivalent.
The right-hand side of (5.3.6) will now be evaluated for each of the three

particular polynomials mentioned above with the aid of their differential
equations (Appendix A.5).

Laguerre Polynomials.

xL′′
n(x) + (1 − x)L′

n(x) + nLn(x) = 0,
Ln(xi) = 0, 1 ≤ i ≤ n,
L′′
n(xi)

2L′
n(xi)

=
xi − 1
xi

. (5.3.8)

Hence, if

aij =
{
uij , j �= i
x− xi−1

2xi
, j = i,

then

An = |aij |n = xn. (5.3.9)

Hermite Polynomials.

H ′′
n(x) − 2xH ′

n(x) + 2nHn(x) = 0,
Hn(xi) = 0, 1 ≤ i ≤ n,
H ′′

n(xi)
2H ′

n(xi)
= xi. (5.3.10)

Hence if,

aij =
{
uij , j �= i
x− xi, j = i,

then

An = |aij |n = xn. (5.3.11)

Legendre Polynomials.

(1 − x2)P ′′
n (x) − 2xP ′

n(x) + n(n+ 1)Pn(x) = 0,
Pn(xi) = 0, 1 ≤ i ≤ n,
P ′′
n (xi)

2P ′
n(xi)

=
xi

1 − x2
i

. (5.3.12)
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Hence, if

aij =
{
uij , j �= i
x− xi

1−x2
i

, j = i,

then

An = |aij |n = xn. (5.3.13)

Exercises
1. Let An denote the determinant defined in (5.3.9) and let

Bn = |bij |n,
where

bij =

{
2

xi−xj
, j �= i

x+ 1
xi
, j = i,

where, as for An(x), the xi denote the zeros of the Laguerre polynomial.
Prove that

Bn(x− 1) = 2nAn

(x
2

)
and, hence, prove that

Bn(x) = (x+ 1)n.

2. Let

A(p)
n = |a(p)ij |n,

where

a
(p)
ij =



upij , j �= i
x−

n∑
r=1
r �=i

upir, j = i,

uij =
1

xi − xj = −uji

and the xi are the zeros of the Hermite polynomial Hn(x). Prove that

A(2)
n =

n∏
r=1

[x− (r − 1)],

A(4)
n =

n∏
r=1

[
x− 1

6
(r2 − 1)

]
.
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5.4 The Cofactors of the Matsuno Determinant

5.4.1 Introduction
Let

En = |eij |n,
where

eij =
{

1
ci−cj

, j �= i
xi, j = i,

(5.4.1)

and where the c’s are distinct but otherwise arbitrary and the x’s are
arbitrary. In some detail,

En =

∣∣∣∣∣∣∣∣∣∣

x1
1

c1−c2
1

c1−c3
· · · 1

c1−cn
1

c2−c1
x2

1
c2−c3

· · · · · ·
1

c3−c1
1

c3−c2
x3 · · · · · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
1

cn−c1
· · · · · · · · · xn

∣∣∣∣∣∣∣∣∣∣
n

. (5.4.2)

This determinant is known here as the Matsuno determinant in recognition
of Matsuno’s solutions of the Kadomtsev–Petviashvili (KP) and Benjamin–
Ono (BO) equations (Sections 6.8 and 6.9), where it appears in modified
forms. It is shown below that the first and higher scaled cofactors of E
satisfy a remarkably rich set of algebraic multiple-sum identities which can
be applied to simplify the analysis in both of Matsuno’s papers.
It is convenient to introduce the symbol † into a double sum to denote

that those terms in which the summation variables are equal are omitted
from the sum. Thus,∑

r

∑
s

†urs =
∑
r

∑
s

urs −
∑
r

urr. (5.4.3)

It follows from the partial derivative formulae in the first line of (3.2.4),
(3.6.7), (3.2.16), and (3.2.17) that

∂Epq

∂xi
= Eip,iq,

∂Epr,qs

∂xi
= Eipr,iqs

∂Epq

∂xi
= −EpiEiq,(

Eii +
∂

∂xi

)
Epq = Eip,iq,(

Eii +
∂

∂xi

)
Epr,qs = Eipr,iqs,
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(
Eii +

∂

∂xi

)
Epru,qsv = eipru,iqsv, (5.4.4)

etc.

5.4.2 First Cofactors
When fr + gr = 0, the double-sum identities (C) and (D) in Section 3.4
become

n∑
r=1

n∑
s=1

†(fr + gs)arsArs = 0, (C†)

n∑
r=1

n∑
s=1

†(fr + gs)arsAisArj = (fi + gj)Aij . (D†)

Applying (C†) to E with fr = −gr = cmr ,
n∑

r=1

n∑
s=1

†
(
cmr − cms
cr − cs

)
Ers = 0. (5.4.5)

Putting m = 1, 2, 3 yields the following particular cases:

m = 1:
∑
r

∑
s

†Ers = 0,

which is equivalent to ∑
r

∑
s

Ers =
∑
r

Err; (5.4.6)

m = 2:
∑
r

∑
s

†(cr + cs)Ers = 0,

which is equivalent to∑
r

∑
s

(cr + cs)Ers = 2
∑
r

crE
rr; (5.4.7)

m = 3:
∑
r

∑
s

†(c2r + crcs + c
2
s)E

rs = 0,

which is equivalent to∑
r

∑
s

(c2r + crcs + c
2
s)E

rs = 3
∑
r

c2rE
rr. (5.4.8)

Applying (D†) to E, again with fr = −gr = cmr ,∑
r

∑
s

†
(
cmr − cms
cr − cs

)
EisErj = (cmi − cmj )Eij . (5.4.9)

Putting m = 1, 2 yields the following particular cases:
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m = 1:
∑
r

∑
s

†EisErj = (ci − cj)Eij ,

which is equivalent to∑
r

∑
s

EisErj −
∑
r

EirErj = (ci − cj)Eij ; (5.4.10)

m = 2:
∑
r

∑
s

†(cr + cs)EisErj = (c2i − c2j )Eij ,

which is equivalent to∑
r

∑
s

(cr + cs)EisErj − 2
∑
r

crE
irErj = (c2i − c2j )Eij , (5.4.11)

etc. Note that the right-hand side of (5.4.9) is zero when j = i for all values
of m. In particular, (5.4.10) becomes∑

r

∑
s

EisEri =
∑
r

EirEri (5.4.12)

and the equation in item m = 2 becomes∑
r

∑
s

(cr + cs)EisEri = 2
∑
r

crE
irEri. (5.4.13)

5.4.3 First and Second Cofactors
The following five identities relate the first and second cofactors of E: They
all remain valid when the parameters are lowered.∑

r,s

†Eir,js = −(ci − cj)Eij , (5.4.14)

∑
r,s

†(cr + cs)Eir,js = −(c2i − c2j )Eij , (5.4.15)

∑
r,s

(cr − cs)Ers =
∑
r,s

Ers,rs, (5.4.16)

2
∑
r,s

†crErs = −2
∑
r,s

†csErs =
∑
r,s

Ers,rs, (5.4.17)

∑
r<s

(csErs + crEsr + Ers,rs) = 0. (5.4.18)

To prove (5.4.14), apply the Jacobi identity to Eir,js and refer to (5.4.6)
and the equation in item m = 1.∑

r,s

†Eir,js =
∑
r,s

†
∣∣∣∣ Eij Eis

Erj Ers

∣∣∣∣
= Eij

∑
r,s

†Ers −
∑
r,s

†EisErj
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= −(ci − cj)Eij .

Equation (5.4.15) can be proved in a similar manner by appling (5.4.7) and
the equation in item m = 2. The proof of (5.4.16) is a little more difficult.
Modify (5.4.12) by making the following changes in the parameters. First
i→ k, then (r, s) → (i, j), and, finally, k → r. The result is∑

i,j

†ErjEir =
∑
i

EriEir. (5.4.19)

Now sum (5.4.10) over i, j and refer to (5.4.19) and (5.4.6):

∑
i,j

(ci − cj)Eij =
∑
i,j,r,s

EisErj −
∑
r


∑

i,j

EirErj




=


∑

i,s

Eis




∑

r,j

Erj


−

∑
r

∑
i

EriEir

=
∑
i

Eii
∑
r

Err −
∑
i,r

EriEir

=
∑
i,r

∣∣∣∣ Eii Eir

Eri Err

∣∣∣∣
=
∑
i,r

Eir,ir,

which is equivalent to (5.4.16). The symbol † can be attached to the sum
on the left without affecting its value. Hence, this identity together with
(5.4.7) yields (5.4.17), which can then be expressed in the symmetric form
(5.4.18) in which r < s.

5.4.4 Third and Fourth Cofactors
The following identities contain third and fourth cofactors of E:∑

r,s

(cr − cs)Ert,st =
∑
r,s

Erst,rst, (5.4.20)

∑
r,s

(cr − cs)Ertu,stu =
∑
r,s

Erstu,rstu, (5.4.21)

∑
r,s

(c2r − c2s)Ers = 2
∑
r,s

crE
rs,rs, (5.4.22)

∑
r,s

(cr − cs)2Ers =
∑
r,s,t

Erst,rst, (5.4.23)

∑
r,s

(cr − cs)2Eru,su =
∑
r,s,t

Erstu,rstu, (5.4.24)
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∑
r,s

†crcsErs = −
∑
r,s

†(c2r + c
2
s)E

rs

= − 1
3

∑
r,s,t

Erst,rst, (5.4.25)

∑
r,s

crcsE
rs =

∑
r

c2rE
rr − 1

3

∑
r,s,t

Erst,rst, (5.4.26)

∑
r,s

(c2r + c
2
s)E

rs = 2
∑
r

c2rE
rr +

1
3

∑
r,s,t

Erst,rst, (5.4.27)

∑
r,s

†c2rE
rs =

1
6

∑
r,s,t

Erst,rst +
∑
r,s

crE
rs,rs, (5.4.28)

∑
r,s

†c2sE
rs =

1
6

∑
r,s,t

Erst,rst −
∑
r,s

crE
rs,rs. (5.4.29)

To prove (5.4.20), apply the second equation of (5.4.4) and (5.4.16).

Epr,ps =
∂Ers

∂xp
.

Multiply by (cr − cs) and sum over r and s:∑
r,s

(cr − cs)Epr,ps =
∂

∂xp

∑
r,s

(cr − cs)Ers

=
∂

∂xp

∑
r,s

Ers,rs

=
∑
r,s

Eprs,prs,

which is equivalent to (5.4.20). The application of the fifth equation in
(5.4.4) with the modification (i, p, r, q, s) → (u, r, t, s, t) to (5.4.20) yields
(5.4.21).
To prove (5.4.22), sum (5.4.11) over i and j, change the dummy variables

as indicated ∑
i,j

(c2i − c2j )Eij = F −G

where, referring to (5.4.6) and (5.4.7),

F =


∑

i,s

Eis




∑

r,j

crE
rj


+


∑

r,j

Erj




∑

i,s

csE
is




=
∑
i

Eii


 ∑

r,j
(j→s)

crE
rj +

∑
i,s

(i→r)

csE
is
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=
∑
i

Eii
∑
r,s

(cr + cs)Ers

= 2
∑
i

Eii
∑
r

crE
rr, (5.4.30)

G = 2
∑
i,j,r

crE
irErj . (5.4.31)

Modify (5.4.10) with j = i by making the changes i ↔ r and s → j. This
gives

G = 2
∑
r

cr
∑
i

EirEri. (5.4.32)

Hence,
∑
i,j

(c2i − c2j )Eij = 2
∑
i,r

cr

∣∣∣∣ Eii Eir

Eri Err

∣∣∣∣
= 2

∑
i,r

Eir,ir,

which is equivalent to (5.4.22).
To prove (5.4.23) multiply (5.4.10) by (ci − cj), sum over i and j, change

the dummy variables as indicated, and refer to (5.4.6):∑
i,j

(ci − cj)2Eij = H − J, (5.4.33)

where

H =
∑
i,j

(ci − cj)
∑
r,s

EisErj

=


∑

r,j

Erj




 ∑

i,s
(s→j)

ciE
is


−


∑

i,s

Eis




 ∑

r,j
(r→i)

cjE
rj




=
∑
r

Err
∑
i,j

(ci − cj)Eij , (5.4.34)

J =
∑
i,j

(ci − cj)
∑
r

EirErj . (5.4.35)

Hence, referring to (5.4.20) with suitable changes in the dummy variables,

∑
i,j

(ci − cj)2Eij =
∑
i,j,r

(ci − cj)
∣∣∣∣ Eij Eir

Erj Err

∣∣∣∣
=
∑
i,j,r

(ci − cj)Eir,jr
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=
∑
i,j,r

Eijr,ijr,

which is equivalent to (5.4.23). The application of a suitably modified the
fourth line of (5.4.4) to (5.4.23) yields (5.4.24). Identities (5.4.27)–(5.4.29)
follow from (5.4.8), (5.4.22), (5.4.24), and the identities

3crcs = (c2r + crcs + c
2
s) − (cr − cs)2,

6c2r = 2(c2r + crcs + c
2
s) + (cr − cs)2 + 3(c2r − c2s),

6c2s = 2(c2r + crcs + c
2
s) + (cr − cs)2 − 3(c2r − c2s).

5.4.5 Three Further Identities
The identities∑

r,s

(c2r + c
2
s)(cr − cs)Ers = 2

∑
r,s

c2rE
rs,rs

+
1
3

∑
r,s,u,v

Ersuv,rsuv, (5.4.36)

∑
r,s

(c2r − c2s)(cr + cs)Ers = 2
∑
r,s

cr(cr + cs)Ers,rs

−1
6

∑
r,s,u,v

Ersuv,rsuv, (5.4.37)

∑
r,s

crcs(cr − cs)Ers =
∑
r,s

crcsE
rs,rs

−1
4

∑
r,s,u,v

Ersuv,rsuv (5.4.38)

are more difficult to prove than those in earlier sections. The last one has
an application in Section 6.8 on the KP equation, but its proof is linked to
those of the other two.
Denote the left sides of the three identities by P , Q, and R, respectively.

To prove (5.4.36), multiply the second equation in (5.4.10) by (c2i + c2j ),
sum over i and j and refer to (5.4.4), (5.4.6), and (5.4.27):

P =
∑
i,j,r,s

(c2i + c
2
j )E

isErj +
∑
i,j,r

(c2i + c
2
j )E

irErj

=


∑

j,r

Erj




 ∑

i,s
(s→j)

c2iE
is


+


∑

i,s

Eis




 ∑

j,r
(r→i)

c2jE
rj




+
∑
i,j,r

(c2i + c
2
j )
∂Eij

∂xr
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=
∑
r

Err
∑
i,j

(c2i + c
2
j )E

ij +
∑
r

∂

∂xr

∑
i,j

(c2i + c
2
j )E

ij

=
∑
r

(
Err +

∂

∂xr

)∑
i,j

(c2i + c
2
j )E

ij

=
∑
v

(
Evv +

∂

∂xv

)[
2
∑
r

c2rE
rr +

1
3

∑
r,s,t

Erst,rst

]

= 2
∑
r,v

c2rE
rv,rv +

1
3

∑
r,s,t,v

Erstv,rstv,

which is equivalent to (5.4.36).
Since

(c2r − c2s)(cr + cs) − 2crcs(cr − cs) = (c2r + c
2
s)(cr − cs),

it follows immedately that

Q− 2R = P. (5.4.39)

A second relation between Q and R is found as follows. Let

U =
∑
r

crE
rr,

V =
1
2

∑
r,s

Ers,rs. (5.4.40)

It follows from (5.4.17) that

V =
∑
r,s

crE
rs −

∑
r

crE
rr

=
∑
r

crE
rr −

∑
r,s

csE
rs.

Hence ∑
r,s

crE
rs = U + V,

∑
r,s

csE
rs = U − V. (5.4.41)

To obtain a formula for R, multiply (5.4.10) by cicj , sum over i and j, and
apply the third equation of (5.4.4):

R =
∑
i,j,r,s

cicjE
isErj −

∑
i,j,r

cicjE
irErj

=


∑

i,s

ciE
is




∑

j,r

cjE
rj


+

∑
r

∂

∂xr

∑
i,j

cicjE
ij
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= U2 − V 2 +
∑
r

∂S

∂xr
, (5.4.42)

where

S =
∑
i,j

cicjE
ij . (5.4.43)

This function is identical to the left-hand side of (5.4.26). Let

T =
∑
i,j,r,s

(ci + cj)(cr + cs)EisErj . (5.4.44)

Then, applying (5.4.6),

T =
∑
i,s

ciE
is
∑
j,r

crE
rj +

∑
j,r

Erj
∑
i,s

cicsE
is

+
∑
i,s

Eis
∑
j,r

cjcrE
rj +

∑
j,r

cjE
rj
∑
i,s

csE
is

= (U + V )2 + 2S
∑
r,s

Ers + (U − V )2

= 2(U2 + V 2) + 2S
∑
r

Err. (5.4.45)

Eliminating V from (5.4.42),

T + 2R = 4U2 + 2
∑
r

(
Err +

∂

∂xr

)
S. (5.4.46)

To obtain a formula for Q, multiply (5.4.11) by (ci + cj), sum over i and
j, and apply (5.4.13) with the modifications (i, j) ↔ (r, s) on the left and
(i, r) → (r, s) on the right:

Q =
∑
i,j,r,s

(ci + cj)(cr + cs)EisErj − 2
∑
i,j,r

cr(ci + cj)EirErj

= T − 2
∑
r

cr
∑
i,j

(ci + cj)EirErj

= T − 4
∑
r,s

crcsE
rsEsr. (5.4.47)

Eliminating T from (5.4.46) and applying (5.4.26) and the fourth and sixth
lines of (5.4.4),

Q+ 2R = 4
∑
r,s

crcs(ErrEss − EsrErs)

+2
∑
r

(
Err +

∂

∂xr

)[∑
s

c2sE
ss − 1

3

∑
s,t,u

Estu,stu

]
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= 4
∑
r,s

crcsE
rs,rs + 2

∑
r,s

c2sE
rs,rs

−2
3

∑
r,s,t,u

Erstu,rstu. (5.4.48)

This is the second relation between Q and R, the first being (5.4.39). Iden-
tities (5.4.37), (5.4.38), and (5.3) follow by solving these two equations for
Q and R, where P is given by (5.1).

Exercise. Prove that∑
r,s

(cr − cs)φn(cr, cs)Ers =
∑
r,s

φn(cr, cs)Ers,rs, n = 1, 2,

where

φ1(cr, cs) = cr + cs,
φ2(cr, cs) = 3c2r + 4crcs + 3c2s.

Can this result be generalized?

5.5 Determinants Associated with a Continued
Fraction

5.5.1 Continuants and the Recurrence Relation
Define a continued fraction fn as follows:

fn =
1
1+

b1
a1+

b2
a2+

· · · bn−1

an−1+
bn
an
, n = 1, 2, 3, . . . . (5.5.1)

fn is obtained from fn−1 by adding bn/an to an−1.

Examples.

f1 =
1

1 + b1
a1

=
a1

a1 + b1
,

f2 =
1

1 + b1
a1+

b2
a2

=
a1a2 + b2

a1a2 + b2 + a2b1
,

f3 =
1

1 + b1
a1+

b2

a2+
b3
a3



202 5. Further Determinant Theory

=
a1a2a3 + a1b3 + a3b2

a1a2a3 + a1b3 + a3b2 + a2a3b1 + b1b3
.

Each of these fractions can be expressed in the form H11/H, where H is a
tridiagonal determinant:

f1 =
|a1|∣∣∣∣ 1 b1

−1 a1

∣∣∣∣
,

f2 =

∣∣∣∣ a1 b2
−1 a2

∣∣∣∣∣∣∣∣∣∣
1 b1

−1 a1 b2
−1 a2

∣∣∣∣∣∣
,

f3 =

∣∣∣∣∣∣
a1 b2
−1 a2 b3

−1 a3

∣∣∣∣∣∣∣∣∣∣∣∣∣
1 b1

−1 a1 b2
−1 a2 b3

−1 a3

∣∣∣∣∣∣∣
.

Theorem 5.9.

fn =
H

(n+1)
11

Hn+1
,

where

Hn+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 b1
−1 a1 b2

−1 a2 b3
. . . . . . . . .

−1 an−2 bn−1
−1 an−1 bn

−1 an

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

. (5.5.2)

Proof. Use the method of induction. Assume that

fn−1 =
H

(n)
11

Hn
,

which is known to be true for small values of n. Hence, adding bn/an to
an−1,

fn =
K

(n)
11

Kn
, (5.5.3)
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where

Kn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 b1
−1 a1 b2

−1 a2 b3
. . . . . . . . .

−1 an−3 bn−2
−1 an−2 bn−1

−1 an−1 + (bn/an)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n

. (5.5.4)

Return to Hn+1, remove the factor an from the last column, and then
perform the column operation

C′
n = Cn +Cn+1.

The result is a determinant of order (n + 1) in which the only element in
the last row is 1 in the right-hand corner.
It then follows that

Hn+1 = anKn.

Similarly,

H
(n+1)
11 = anK

(n−1)
11 .

The theorem follows from (5.5.3). �

Tridiagonal determinants of the formHn are called continuants. They are
also simple Hessenbergians which satisfy the three-term recurrence relation.
Expanding Hn+1 by the two elements in the last row, it is found that

Hn+1 = anHn + bnHn−1.

Similarly,

H
(n+1)
11 = anH

(n)
11 + bnH

(n)
11 . (5.5.5)

The theorem can therefore be reformulated as follows:

fn =
Qn

Pn
, (5.5.6)

where Pn and Qn each satisfy the recurrence relation

Rn = anRn−1 + bnRn−2 (5.5.7)

with the initial values P0 = 1, P1 = a1 + b1, Q0 = 1, and Q1 = a1.

5.5.2 Polynomials and Power Series
In the continued fraction fn defined in (5.5.1) in the previous section,
replace ar by 1 and replace br by arx. Then,

fn =
1
1+

a1x

1+
a2x

1+
· · · an−1x

1+
anx

1
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=
Qn

Pn
, (5.5.8)

where Pn and Qn each satisfy the recurrence relation

Rn = Rn−1 + anxRn−2 (5.5.9)

with P0 = 1, P1 = 1 + a1x, Q0 = 1, and Q1 = 1. It follows that

P2 = 1 + (a1 + a2)x,
Q2 = 1 + a2x,
P3 = 1 + (a1 + a2 + a3)x+ a1a3x2,

Q3 = 1 + (a2 + a3)x,
P4 = 1 + (a1 + a2 + a3 + a4)x+ (a1a3 + a1a4 + a2a4)x2,

Q4 = 1 + (a2 + a3 + a4)x+ a2a4x2. (5.5.10)

It also follows from the previous section that Pn = Hn+1, etc., where

Hn+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 a1x
−1 1 a2x

−1 1 a3x
. . . . . . . . .

−1 1 an−2x
−1 1 an−1x

−1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

. (5.5.11)

The alternative formula

Hn+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 x
−a1 1 x

−a2 1 x
. . . . . . . . .

−an−3 1 x
−an−2 1 x

−an−1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

(5.5.12)

can be proved by showing that the second determinant satisfies the same
recurrence relation as the first determinant and has the same initial values.
Also,

Qn = H(n+1)
11 . (5.5.13)

Using elementary methods, it is found that

f1 = 1 − a1x+ a21x2 + · · · ,
f2 = 1 − a1x+ a1(a1 + a2)x2 − a1(a21 + 2a1a2 + a22)x

3 + · · · ,
f3 = 1 − a1x+ a1(a1 + a2)x2 − a1(a21 + 2a1a2 + a22 + a2a3)x

3 + · · ·
+a1(a31 + 3a21a2 + 3a1a22 + 2a32 + 2a22a3

+a2a23 + 2a1a2a3)x4 + · · · , (5.5.14)
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etc. These formulas lead to the following theorem.

Theorem 5.10.

fn − fn−1 = (−1)n(a1a2a3 · · · an)xn +O(xn+1),

that is, the coefficients of xr, 1 ≤ r ≤ n− 1, in the series expansion of fn
are identical to those in the expansion of fn−1.

Proof. Applying the recurrence relation (5.5.9),

Pn−1Qn − PnQn−1 = Pn−1(Qn−1 + anxQn−2) − (Pn−1 + anxPn−2)Qn−1

= −anx(Pn−2Qn−1 − Pn−1Qn−2)
= an−1anx

2(Pn−3Qn−2 − Pn−2Qn−3)
...
= (−1)n(a3a4 · · · an)xn−2(P1Q2 − P2Q1)
= (−1)n(a1a2 · · · an)xn (5.5.15)

fn − fn−1 =
Qn

Pn
− Qn−1

Pn−1

=
Pn−1Qn − PnQn−1

PnPn−1

=
(−1)n(a1a2 · · · an)xn

PnPn−1
. (5.5.16)

The theorem follows since Pn(x) is a polynomial with Pn(0) = 1. �

Let

fn(x) =
∞∑
r=0

crx
r. (5.5.17)

From the third equation in (5.5.14),

c0 = 1,
c1 = −a1,
c2 = a1(a1 + a2),
c3 = −a1(a21 + 2a1a2 + a22 + a2a3),
c4 = a1(a21a2 + 2a1a22 + a

3
2 + 2a22a3 + a

2
1a3 + 2a1a2a3 + a2a23

+a21a4 + a1a2a4 + a2a3a4), (5.5.18)

etc. Solving these equations for the ar,

a1 = −|c1|,

a2 =

∣∣∣∣ c0 c1
c1 c2

∣∣∣∣
|c1| ,
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a3 =
|c0|
∣∣∣∣ c1 c2
c2 c3

∣∣∣∣
|c1|
∣∣∣∣ c0 c1
c1 c2

∣∣∣∣
, (5.5.19)

etc. Determinantal formulas for a2n−1, a2n, and two other functions will be
given shortly.
Let

An = |ci+j−2|n,
Bn = |ci+j−1|n, (5.5.20)

with A0 = B0 = 1. Identities among these determinants and their cofactors
appear in Hankelians 1.
It follows from the recurrence relation (5.5.9) and the initial values of Pn

and Qn that P2n−1, P2n, Q2n+1, and Q2n are polynomials of degree n. In
all four polynomials, the constant term is 1. Hence, we may write

P2n−1 =
n∑

r=0

p2n−1,rx
r,

Q2n+1 =
n∑

r=0

q2n+1,rx
r,

P2n =
n∑

r=0

p2n,rx
r,

Q2n =
n∑

r=0

q2n,rx
r, (5.5.21)

where both pmr and qmr satisfy the recurrence relation

umr = um−1,r + amum−2,r−1

and where

pm0 = qm0 = 1, all m,

p2n−1,r = p2n,r = 0, r < 0 or r > n.
(5.5.22)

Theorem 5.11.

a. p2n−1,r =
A

(n+1)
n+1,n+1−r

An
, 0 ≤ r ≤ n,

b. p2n,r =
B

(n+1)
n+1,n+1−r

Bn
, 0 ≤ r ≤ n,

c. a2n+1 = −AnBn+1

An+1Bn
,

d. a2n = −An+1Bn−1

AnBn
.
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Proof. Let

f2n−1P2n−1 −Q2n−1 =
∞∑
r=0

hnrx
r, (5.5.23)

where fn is defined by the infinite series (5.5.17). Then, from (5.5.8),

hnr = 0, all n and r,

where

hnr =




r∑
t=0
cr−tp2n−1,t − q2n−1,r, 0 ≤ r ≤ n− 1

r∑
t=0
cr−tp2n−1,t, r ≥ n.

(5.5.24)

The upper limit n in the second sum arises from (5.5.22).
The n equations

hnr = 0, n ≤ r ≤ 2n− 1,

yield
n∑

t=1

cr−tp2n−1,t + cr = 0. (5.5.25)

Solving these equations by Cramer’s formula yields part (a) of the theorem.
Part (b) is proved in a similar manner. Let

f2nP2n −Q2n =
∞∑
r=0

knrx
r. (5.5.26)

Then,

knr = 0, all n and r,

where

krn =




r∑
t=0
cr−tp2n,t − q2n,r, 0 ≤ r ≤ n

n∑
t=0
cr−tp2n,t, r ≥ n+ 1.

(5.5.27)

The n equations

knr = 0, n+ 1 ≤ r ≤ 2n,

yield
n∑

t=1

cr−tp2n,t + cr = 0. (5.5.28)

Solving these equations by Cramer’s formula yields part (b) of the theorem.
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The equation

hn,2n+1 = 0

yields

n+1∑
t=0

c2n+1−tp2n+1,t = 0. (5.5.29)

Applying the recurrence relation (5.5.22) and then parts (a) and (b) of the
theorem,

n∑
t=0

c2n+1−tp2n,t + a2n+1

n+1∑
t=1

c2n+1−tp2n−1,t−1 = 0,

1
Bn

n∑
t=0

c2n+1−tB
(n+1)
n+1,n+1−t +

a2n+1

An

n+1∑
t=1

c2n+1−tA
(n+1)
n+1,n+2−t = 0,

Bn+1

Bn
+ a2n+1

An+1

An
= 0,

which proves part (c).
Part (d) is proved in a similar manner. The equation

kn,2n = 0

yields
n∑

t=0

c2n−tp2n,t = 0. (5.5.30)

Applying the recurrence relation (5.5.22) and then parts (a) and (b) of the
theorem,

n∑
t=0

c2n−tp2n−1,t + a2n
n∑

t=1

c2n−tp2n−2,t−1 = 0,

1
An

n∑
t=0

c2n−tA
(n+1)
n+1,n+1−t +

a2n
Bn−1

n∑
t=1

c2n−tB
(n)
n,n+1−t = 0,

An+1

An
+ a2n

Bn

Bn−1
= 0,

which proves part (d). �

Exercise. Prove that

P6 = 1 + x
6∑

r=1

ar + x2
4∑

r=1

ar

6∑
s=r+2

as + x3
2∑

r=1

ar

4∑
s=r+2

as

6∑
t=s+2

at

and find the corresponding formula for Q7.



5.5 Determinants Associated with a Continued Fraction 209

5.5.3 Further Determinantal Formulas
Theorem 5.12.

a. P2n−1 =
1
An

∣∣∣∣∣∣∣∣∣

c0 c1 c2 · · · cn
c1 c2 c3 · · · cn+1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cn−1 cn cn+1 · · · c2n−1
xn xn−1 xn−2 · · · 1

∣∣∣∣∣∣∣∣∣
n+1

,

b. P2n =
1
Bn

∣∣∣∣∣∣∣∣∣

c1 c2 c3 · · · cn+1
c2 c3 c4 · · · cn+2
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
cn cn+1 cn+2 · · · c2n
xn xn−1 xn−2 · · · 1

∣∣∣∣∣∣∣∣∣
n+1

.

Proof. Referring to the first line of (5.5.21) and to Theorem 5.11a,

P2n−1 =
1
An

n∑
r=0

A
(n+1)
n+1,n+1−rx

r

=
1
An

n+1∑
j=1

A
(n+1)
n+1,jx

n+1−j .

Part (a) follows and part (b) is proved in a similar manner with the aid of
the third line in (5.5.21) and Theorem 5.11b. �

Lemmas.

a.
n−1∑
r=0

ur

r∑
t=0

cr−tvn+1−t =
n∑

j=1

vj+1

j−1∑
r=0

crun+r−j ,

b.
n∑

r=0

ur

r∑
t=0

cr−tvn+1−t =
n∑

j=0

vj+1

j∑
r=0

crun+r−j .

These two lemmas differ only in some of their limits and could be re-
garded as two particular cases of one lemma whose proof is elementary and
consists of showing that both double sums represent the sum of the same
triangular array of terms.
Let

ψm =
m∑
r=0

crx
r. (5.5.31)

Theorem 5.13.

a. Q2n−1 =
1
An

∣∣∣∣∣∣∣∣∣

c0 c1 c2 · · · cn
c1 c2 c3 · · · cn+1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cn−1 cn cn+1 · · · c2n−1
ψ0x

n ψ1x
n−1 ψ2x

n−2 · · · ψn

∣∣∣∣∣∣∣∣∣
n+1

,
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b. Q2n =
1
Bn

∣∣∣∣∣∣∣∣∣

c1 c2 c3 · · · cn+1
c2 c3 c4 · · · cn+2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
cn cn+1 cn+2 · · · c2n
ψ0x

n ψ1x
n−1 ψ2x

n−2 · · · ψn

∣∣∣∣∣∣∣∣∣
n+1

.

Proof. From the second equation in (5.5.24) in the previous section and
referring to Theorem 5.11a,

q2n−1,r =
r∑

t=0

cr−tp2n−1,t, 0 ≤ r ≤ n− 1

=
1
An

r∑
t=0

cr−tA
(n+1)
n+1,n+1−t.

Hence, from the second equation in (5.5.21) with n → n− 1 and applying
Lemma (a) with ur → xr and vs → A

(n+1)
n+1,s,

AnQ2n−1 =
n−1∑
r=0

xr
r∑

t=0

cr−tA
(n+1)
n+1,n+1−t

=
n∑

j=1

A
(n+1)
n+1,j+1

j−1∑
r=0

crx
n+r−j

=
n∑

j=1

xn−jA
(n+1)
n+1,j+1

j−1∑
r=0

crx
r

=
n∑

j=1

ψj−1x
n−jA

(n+1)
n+1,j+1.

This sum represents a determinant of order (n+ 1) whose first n rows are
identical with the first n rows of the determinant in part (a) of the theorem
and whose last row is[

0 ψ0x
n−1 ψ1x

n−2 ψ2x
n−3 · · ·ψn−1

]
n+1.

The proof of part (a) is completed by performing the row operation

R′
n+1 = Rn+1 + xnR1.

The proof of part (b) of the theorem applies Lemma (b) and gives the
required result directly, that is, without the necessity of performing a
row operation. From (5.5.27) in the previous section and referring to
Theorem 5.11b,

q2n,r =
r∑

t=0

cr−tp2n,t, 0 ≤ r ≤ n
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=
1
Bn

r∑
t=0

cr−tB
(n+1)
n+1,n+1−t.

Hence, from the fourth equation in (5.5.11) and applying Lemma (b) and
(5.5.31),

BnQ2n =
n∑

r=0

xr
r∑

t=0

cr−tB
(n+1)
n+1,n+1−t

=
n∑

j=0

B
(n+1)
n+1,j+1

j∑
r=0

crx
n+r−j

=
n∑

j=0

ψjx
n−jB

(n+1)
n+1,j+1.

This sum is an expansion of the determinant in part (b) of the theorem.
This completes the proofs of both parts of the theorem. �

Exercise. Show that the equations

hn,2n+j = 0, j ≥ 2,
kn,2n+j = 0, j ≥ 1,

lead respectively to

Sn+2 = 0, all n, (X)

Tn+1 = 0, all n, (Y)

where Sn+2 denotes the determinant obtained from An+2 by replacing its
last row by the row [

cn+j−1 cn+j cn+j+1 · · · c2n+j

]
n+2

and Tn+1 denotes the determinant obtained from Bn+1 by replacing its last
row by the row [

cn+j cn+j+1 cn+j+2 · · · c2n+j

]
n+1.

Regarding (X) and (Y) as conditions, what is their significance?

5.6 Distinct Matrices with Nondistinct
Determinants

5.6.1 Introduction
Two matrices [aij ]m and [bij ]n are equal if and only if m = n and aij =
bij , 1 ≤ i, j ≤ n. No such restriction applies to determinants. Consider
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determinants with constant elements. It is a trivial exercise to find two
determinants A = |aij |n and B = |bij |n such that aij �= bij for any pair
(i, j) and the elements aij are not merely a rearrangement of the elements
bij , but A = B. It is an equally trivial exercise to find two determinants of
different orders which have the same value. If the elements are polynomials,
then the determinants are also polynomials and the exercises are more
difficult.
It is the purpose of this section to show that there exist families of

distinct matrices whose determinants are not distinct for the reason that
they represent identical polynomials, apart from a possible change in sign.
Such determinants may be described as equivalent.

5.6.2 Determinants with Binomial Elements
Let φm(x) denote an Appell polynomial (Appendix A.4):

φm(x) =
m∑
r=0

(
m
r

)
αm−rx

r. (5.6.1)

The inverse relation is

αm =
m∑
r=0

(
m
r

)
φm−r(x)(−x)r. (5.6.2)

Define infinite matrices P(x), PT (x), A, and Φ(x) as follows:

P(x) =

[(
i− 1
j − 1

)
xi−j

]
, i, j ≥ 1, (5.6.3)

where the symbol ←→ denotes that the order of the columns is to be
reversed. PT denotes the transpose of P. Both A and Φ are defined in
Hankelian notation (Section 4.8):

A = [αm], m ≥ 0,
Φ(x) = [φm(x)], m ≥ 0. (5.6.4)

Now define block matrices M and M∗ as follows:

M =
[
O PT (x)
P(x) Φ(x)

]
, (5.6.5)

M∗ =
[

O PT (−x)
P(−x) A

]
. (5.6.6)

These matrices are shown in some detail below. They are triangular, sym-
metric, and infinite in all four directions. Denote the diagonals containing
the unit elements in both matrices by diag(1).
It is now required to define a number of determinants of submatrices of

either M or M∗. Many statements are abbreviated by omitting references
to submatrices and referring directly to subdeterminants.
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Define a Turanian Tnr (Section 4.9.2) as follows:

Tnr =

∣∣∣∣∣∣∣
φr−2n+2 . . . φr−n+2

...
...

φr−n+1 . . . φr

∣∣∣∣∣∣∣
n

, r ≥ 2n− 2, (5.6.7)

which is a subdeterminant of M.


...
...

...
...

...
...

...
...

...
...

. . . 1 . . .

. . . 1 4x . . .

. . . 1 3x 6x2 . . .

. . . 1 2x 3x2 4x3 . . .

. . . 1 x x2 x3 x4 . . .

. . . 1 φ0 φ1 φ2 φ3 φ4 . . .

. . . 1 x φ1 φ2 φ3 φ4 φ5 . . .

. . . 1 2x x2 φ2 φ3 φ4 φ5 φ6 . . .

. . . 1 3x 3x2 x3 φ3 φ4 φ5 φ6 φ7 . . .

. . . 1 4x 6x2 4x3 x4 φ4 φ5 φ6 φ7 φ8 . . .
...

...
...

...
...

...
...

...
...

...




The infinite matrix M




...
...

...
...

...
...

...
...

...
...

. . . 1 . . .

. . . 1 −4x . . .

. . . 1 −3x 6x2 . . .

. . . 1 −2x 3x2 −4x3 . . .

. . . 1 −x x2 −x3 x4 . . .

. . . 1 α0 α1 α2 α3 α4 . . .

. . . 1 −x α1 α2 α3 α4 α5 . . .

. . . 1 −2x x2 α2 α3 α4 α5 α6 . . .

. . . 1 −3x 3x2 −x3 α3 α4 α5 α6 α7 . . .

. . . 1 −4x 6x2 −4x3 x4 α4 α5 α6 α7 α8 . . .
...

...
...

...
...

...
...

...
...

...




The infinite matrix M∗

The element αr occurs (r + 1) times in M∗. Consider all the subdeter-
minants of M∗ which contain the element αr in the bottom right-hand
corner and whose order n is sufficiently large for them to contain the el-
ement α0 but sufficiently small for them not to have either unit or zero
elements along their secondary diagonals. Denote these determinants by
Bnr

s , s = 1, 2, 3, . . .. Some of them are symmetric and unique whereas oth-
ers occur in pairs, one of which is the transpose of the other. They are
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coaxial in the sense that all their secondary diagonals lie along the same
diagonal parallel to diag(1) in M∗.

Theorem 5.14. The determinants Bnr
s , where n and r are fixed,

s = 1, 2, 3, . . ., represent identical polynomials of degree (r+2−n)(2n−2−r).
Denote their common polynomial by Bnr.

Theorem 5.15.

Tr+2−n,r = (−1)kBnr, r ≥ 2n− 2, n = 1, 2, 3, . . .

where

k = n+ r +
[ 1
2 (r + 2)

]
.

Both of these theorems have been proved by Fiedler using the theory
of S-matrices but in order to relate the present notes to Fiedler’s, it is
necessary to change the sign of x.
When r = 2n− 2, Theorem 5.15 becomes the symmetric identity

Tn,2n−2 = Bn,2n−2,

that is ∣∣∣∣∣∣∣
φ0 . . . φn−1
...

...
φn−1 . . . φ2n−2

∣∣∣∣∣∣∣
n

=

∣∣∣∣∣∣∣
α0 . . . αn−1
...

...
αn−1 . . . α2n−2

∣∣∣∣∣∣∣
n

(degree 0)

|φm|n = |αm|n, 0 ≤ m ≤ 2n− 2,

which is proved by an independent method in Section 4.9 on Hankelians 2.

Theorem 5.16. To each identity, except one, described in Theorems 5.14
and 5.15 there corresponds a dual identity obtained by reversing the role
of M and M∗, that is, by interchanging φm(x) and αm and changing the
sign of each x where it occurs explicitly. The exceptional identity is the
symmetric one described above which is its own dual.

The following particular identities illustrate all three theorems. Where
n = 1, the determinants on the left are of unit order and contain a single
element. Each identity is accompanied by its dual.
(n, r) = (1, 1):

|φ1| =
∣∣∣∣ 1 −x
α0 α1

∣∣∣∣ ,
|α1| =

∣∣∣∣ 1 x
φ0 φ1

∣∣∣∣ ; (5.6.8)

(n, r) = (3, 2):

|φ2| = −
∣∣∣∣∣∣

1 −2x
1 −x x2

α0 α1 α2

∣∣∣∣∣∣ = −
∣∣∣∣∣∣

1 −x
1 α0 α1

−x α1 α2

∣∣∣∣∣∣ (symmetric),
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|α2| = −
∣∣∣∣∣∣

1 2x
1 x x2

φ0 φ1 φ2

∣∣∣∣∣∣ = −
∣∣∣∣∣∣

1 x
1 φ0 φ1
x φ1 φ2

∣∣∣∣∣∣ (symmetric); (5.6.9)

(n, r) = (4, 3):

|φ3| = −

∣∣∣∣∣∣∣
1 −2x

1 −x x2

1 α0 α1 α2
−x α1 α2 α3

∣∣∣∣∣∣∣ = −

∣∣∣∣∣∣∣
1 −3x

1 −2x 3x2

1 −x x2 −x3

α0 α1 α2 α3

∣∣∣∣∣∣∣ ,

|α3| = −

∣∣∣∣∣∣∣
1 2x

1 x x2

1 φ0 φ1 φ2
x φ1 φ2 φ3

∣∣∣∣∣∣∣ = −

∣∣∣∣∣∣∣
1 3x

1 2x 3x2

1 x x2 x3

φ0 φ1 φ2 φ3

∣∣∣∣∣∣∣ ; (5.6.10)

(n, r) = (3, 3):

∣∣∣∣φ1 φ2
φ2 φ3

∣∣∣∣ =
∣∣∣∣∣∣
1 −x x2

α0 α1 α2
α1 α2 α3

∣∣∣∣∣∣ ,
∣∣∣∣α1 α2
α2 α3

∣∣∣∣ =
∣∣∣∣∣∣
1 x x2

φ0 φ1 φ2
φ1 φ2 φ3

∣∣∣∣∣∣ ; (5.6.11)

(n, r) = (4, 4):

∣∣∣∣φ2 φ3
φ3 φ4

∣∣∣∣ = −

∣∣∣∣∣∣∣
1 −2x 3x2

1 −x x2 −x3

α0 α1 α2 α3
α1 α2 α3 α4

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣

1 −x x2

1 α0 α1 α2
−x α1 α2 α3
x2 α2 α3 α4

∣∣∣∣∣∣∣ ,
∣∣∣∣α2 α3
α3 α4

∣∣∣∣ = −

∣∣∣∣∣∣∣
1 2x 3x2

1 x x2 x3

φ0 φ1 φ2 φ3
φ1 φ2 φ3 φ4

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣

1 x x2

1 φ0 φ1 φ2
x φ1 φ2 φ3
x2 φ2 φ3 φ4

∣∣∣∣∣∣∣ (5.6.12)

The coaxial nature of the determinants Bnr
s is illustrated for the case

(n, r) = (6, 6) as follows:

∣∣∣∣φ4 φ5
φ5 φ6

∣∣∣∣ =



each of the three determinants of order 6
enclosed within overlapping dotted frames
in the following display:
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1 −4x 10x2

1 −3x 6x2 −10x2

1 −2x 3x2 −4x3 5x4

1 −x x2 −x3 x4 −x5

1 α0 α1 α2 α3 α4 α5
1 −x α1 α2 α3 α4 α5 α6

−2x x2 α2 α3 α4 α5 α6
3x2 −x3 α3 α4 α5 α6

(5.6.13)

These determinants are B66
s , s = 1, 2, 3, as indicated at the corners of the

frames. B66
1 is symmetric and is a bordered Hankelian. The dual identities

are found in the manner described in Theorem 5.16.
All the determinants described above are extracted from consecutive rows

and columns ofM orM∗. A few illustrations are sufficient to demonstrate
the existence of identities of a similar nature in which the determinants are
extracted from nonconsecutive rows and columns of M or M∗.

In the first two examples, either the rows or the columns are nonconsec-
utive: ∣∣∣∣φ0 φ2

φ1 φ3

∣∣∣∣ = −
∣∣∣∣∣∣

1 −2x
α0 α1 α2
α1 α2 α3

∣∣∣∣∣∣ , (5.6.14)

∣∣∣∣φ1 φ3
φ2 φ4

∣∣∣∣ =
∣∣∣∣∣∣∣

1 −2x
1 α0 α1 α2

−x α1 α2 α3
x2 α2 α3 α4

∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣

1 −3x
1 −x x2 −x3

α0 α1 α2 α3
α1 α2 α3 α4

∣∣∣∣∣∣∣ .(5.6.15)
In the next example, both the rows and columns are nonconsecutive:

∣∣∣∣φ0 φ2
φ2 φ4

∣∣∣∣ = −

∣∣∣∣∣∣∣
1 −2x

α0 α1 α2
1 α1 α2 α3

−2x α2 α3 α4

∣∣∣∣∣∣∣ . (5.6.16)

The general form of these identities is not known and hence no theorem is
known which includes them all.
In view of the wealth of interrelations between the matricesM andM∗,

each can be described as the dual of the other.

Exercise. Verify these identities and their duals by elementary methods.
The above identities can be generalized by introducing a second variable
y. A few examples are sufficient to demonstrate their form.

φ1(x+ y) =
∣∣∣∣ 1 −x
φ0(y) φ1(y)

∣∣∣∣ =
∣∣∣∣ 1 −y
φ0(x) φ1(x)

∣∣∣∣ , (5.6.17)

φ1(y) =
∣∣∣∣ 1 x
φ0(x+ y) φ1(x+ y)

∣∣∣∣ , (5.6.18)
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∣∣∣∣φ1(x+ y) φ2(x+ y)
φ2(x+ y) φ3(x+ y)

∣∣∣∣ =
∣∣∣∣∣∣

1 −x x2

φ0(y) φ1(y) φ2(y)
φ1(y) φ2(y) φ3(y)

∣∣∣∣∣∣ ,

=

∣∣∣∣∣∣
1 −y y2

φ0(x) φ1(x) φ2(x)
φ1(x) φ2(x) φ3(x)

∣∣∣∣∣∣ (5.6.19)

∣∣∣∣φ2(x+ y) φ3(x+ y)
φ3(x+ y) φ4(x+ y)

∣∣∣∣ =
∣∣∣∣∣∣∣

1 −x x2

1 φ0(y) φ1(y) φ2(y)
−x φ1(y) φ2(y) φ3(y)
x2 φ2(y) φ3(y) φ4(y)

∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣
1 −2x 3x2

1 −x x2 −x3

φ0(y) φ1(y) φ2(y) φ3(y)
φ1(y) φ2(y) φ3(y) φ4(y)

∣∣∣∣∣∣∣ . (5.6.20)
Do these identities possess duals?

5.6.3 Determinants with Stirling Elements
Matrices sn(x) and Sn(x) whose elements contain Stirling numbers of
the first and second kinds, sij and Sij , respectively, are defined in
Appendix A.1.
Let the matrix obtained by rotating Sn(x) through 90◦ in the

anticlockwise direction be denotes by
�

Sn(x). For example,

�

S5(x)=




1
1 10x

1 6x 25x2

1 3x 7x2 15x3

1 x x2 x3 x4


 .

Define another nth-order triangular matrix Bn(x) as follows:

Bn(x) = [
←→

bijx
i−j ], n ≥ 2, 1 ≤ i, j ≤ n,

where

bij =
1

(j − 1)!

j−1∑
r=0

(−1)r
(
j − 1
r

)
(n− r − 1)i−1, i ≥ j. (5.6.21)

These numbers are integers and satisfy the recurrence relation

bij = bi−1,j−1 + (n− j)bi−j,j ,

where

b11 = 1. (5.6.22)
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Once again the symbol ←→ denotes that the columns are arranged in
reverse order.

Illustrations

B2(x) =
[

1
1 x

]
,

B3(x) =


 1

1 2x
1 3x 4x2


 ,

B4(x) =




1
1 3x

1 5x 9x2

1 6x 19x2 27x3


 ,

B5(x) =




1
1 4x

1 7x 16x2

1 9x 37x2 64x3

1 10x 55x2 175x3 256x4


 .

Since bij is a function of n, Bn is not a submatrix of Bn+1. Finally, define
a block matrix N2n of order 2n as follows:

N2n =

[
O

�

Sn(x)
Bn(x) An

]
, (5.6.23)

where An = [αm]n, as before.

Illustrations

N4 =




1
1 x

1 α0 α1
1 x α1 α2


 ,

N6 =




1
1 3x

1 x x2

1 α0 α1 α2
1 2x α1 α2 α3

1 3x 4x2 α2 α3 α4




N2n is symmetric only when n = 2.

A subset of N4 is:



i



ii
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5.7 The One-Variable Hirota Operator

5.7.1 Definition and Taylor Relations
Several nonlinear equations of mathematical physics, including the Korteweg–
de Vries, Kadomtsev–Petviashvili, Boussinesq, and Toda equations, can be
expressed neatly in terms of multivariable Hirota operators. The ability of
an equation to be expressible in Hirota form is an important factor in the
investigation of its integrability.
The one-variable Hirota operator, denoted here by Hn, is defined as

follows: If f = f(x) and g = g(x), then

Hn(f, g) =
[(

∂

∂x
− ∂

∂x′

)n

f(x)g(x′)
]
x′=x

=
n∑

r=0

(−1)r
(
n
r

)
Dn−r(f)Dr(g), D =

d

dx
. (5.7.1)

The factor (−1)r distinguishes this sum from the Leibnitz formula for
Dn(fg). The notation Hx, Hxx, etc., is convenient in some applications.

Examples.

Hx(f, g) = H1(f, g) = fxg − fgx
= −Hx(g, f),

Hxx(f, g) = H2(f, g) = fxxg − 2fxgx + fgxx
= Hxx(f, g).

Lemma.

ezH(f, g) = f(x+ z)g(x− z).
Proof. Using the notation r = i (→ j) defined in Appendix A.1,

ezH(f, g) =
∞∑
n=0

zn

n!
Hn(f, g)

=
∞∑
n=0

zn

n!

n(→∞)∑
r=0

(−1)r
(
n
r

)
Dn−r(f)Dr(g)

=
∞∑
r=0

(−1)rDr(g)
r!

∞∑
n=0(→r)

znDn−r(f)
(n− r)! (put s = n− r)

=
∞∑
r=0

(−1)rzrDr(g)
r!

∞∑
s=0

zsDs(f)
s!

.

These sums are Taylor expansions of g(x − z) and f(x + z), respectively,
which proves the lemma. �
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Applying Taylor’s theorem again,

1
2{φ(x+ z) − φ(x− z)} =

∞∑
n=0

z2n+1D2n+1(φ)
(2n+ 1)!

,

1
2{ψ(x+ z) + ψ(x− z)} =

∞∑
n=0

z2nD2n(ψ)
(2n)!

. (5.7.2)

5.7.2 A Determinantal Identity
Define functions φ, ψ, un and a Hessenbergian En as follows:

φ = log(fg),
ψ = log(f/g) (5.7.3)

u2n = D2n(φ),
u2n+1 = D2n+1(ψ), (5.7.4)
En = |eij |n,

where

eij =



(
j − 1
i− 1

)
uj−i+1, j ≥ i,

−1, j = i− 1,
0, otherwise.

(5.7.5)

It follows from (5.7.3) that

f = e(φ+ψ)/2,

g = e(φ−ψ)/2,

fg = eφ. (5.7.6)

Theorem.

Hn(f, g)
fg

= En

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u1 u2 u3 u4 · · · un−1 un

−1 u1 2u2 3u3 · · · · · ·
(
n− 1
n− 2

)
un−1

−1 u1 3u2 · · · · · ·
(
n− 1
n− 3

)
un−2

−1 u1 · · · · · · · · ·
· · · · · · · · ·

−1 u1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n

.

This identity was conjectured by one of the authors and proved by Cau-
drey in 1984. The correspondence was private. Two proofs are given below.
The first is essentially Caudrey’s but with additional detail.
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Proof. First proof (Caudrey). The Hessenbergian satisfies the recurrence
relation (Section 4.6)

En+1 =
n∑

r=0

(
n
r

)
ur+1En−r. (5.7.7)

Let

Fn =
Hn(f, g)
fg

, f = f(x), g = g(x), F0 = 1. (5.7.8)

The theorem will be proved by showing that Fn satisfies the same
recurrence relation as En and has the same initial values.
Let

K =




ezH(f,g)
fg

∞∑
n=0

zn

n!
Hn(f,g)

fg

∞∑
n=0

znFn

n! .

(5.7.9)

Then,

∂K

∂z
=

∞∑
n=1

zn−1Fn
(n− 1)!

(5.7.10)

=
∞∑
n=0

znFn+1

n!
. (5.7.11)

From the lemma and (5.7.6),

K =
f(x+ z)g(x− z)

f(x)g(x)
= exp

[ 1
2{φ(x+ z) + φ(x− z)

+ψ(x+ z) − ψ(x− z) − 2φ(x)}]. (5.7.12)

Differentiate with respect to z, refer to (5.7.11), note that

Dz(φ(x− z)) = −Dx(φ(x− z))
etc., and apply the Taylor relations (5.7.2) from the previous section. The
result is

∞∑
n=0

znFn+1

n!
= D

[ 1
2{φ(x+ z) − φ(x− z) + ψ(x+ z) + ψ(x− z)}]K

=

[ ∞∑
n=0

z2n+1D2n+2(φ)
(2n+ 1)!

+
∞∑
n=0

z2nD2n+1(ψ)
(2n)!

]
K

=

[ ∞∑
n=0

z2n+1u2n+2

(2n+ 1)!
+

∞∑
n=0

z2nu2n+1

(2n)!

]
K
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=
∞∑

m=0

zmum+1

m!

∞∑
r=0

zrFr
r!

. (5.7.13)

Equating coefficients of zn,

Fn+1

n!
=

n∑
r=0

ur+1Fn−r

r! (n− r)! ,

Fn+1 =
n∑

r=0

(
n
r

)
ur+1Fn−r. (5.7.14)

This recurrence relation in Fn is identical in form to the recurrence relation
in En given in (5.7.7). Furthermore,

E1 = F1 = u1,

E2 = F2 = u2
1 + u2.

Hence,

En = Fn

which proves the theorem.
Second proof. Express the lemma in the form

∞∑
i=0

zi

i!
Hi(f, g) = f(x+ z)g(x− z). (5.7.15)

Hence,

Hi(f, g) =
[
Di

z{f(x+ z)g(x− z)}]
z=0. (5.7.16)

Put

f(x) = eF (x),

g(x) = eG(x),

w = F (x+ z) +G(x− z).
Then,

Hi(eF , eG) =
[
Di

z(e
w)
]
z=0

=
[
Di−1

z (ewwz)
]
z=0

=
i−1∑
j=0

(
i− 1
j

)[
Di−j

z (w)Dj
z(e

w)
]
z=0

=
i−1∑
j=0

(
i− 1
j

)
ψi−jH

j(eF , eG), i ≥ 1, (5.7.17)

where

ψr =
[
Dr

z(w)
]
z=0
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= Dr{F (x) + (−1)rG(x)}, D =
d

dx
. (5.7.18)

Hence,

ψ2r = D2r log(fg)
= D2r(φ)
= u2r.

Similarly,

ψ2r+1 = u2r+1.

Hence, ψr = ur for all values of r.
In (5.7.17), put

Hi = Hi(eF , eG),

so that

H0 = eF+G

and put

aij =
(
i− 1
j

)
ψi−j , j < i,

aii = −1.

Then,

ai0 = ψi = ui

and (5.7.17) becomes
i∑

j=0

aijHj = 0, i ≥ 1,

which can be expressed in the form
i∑

j=1

aijHj = −ai0H0

= −eF+Gui, i ≥ 1. (5.7.19)

This triangular system of equations in the Hj is similar in form to the
triangular system in Section 2.3.5 on Cramer’s formula. The solution of
that system is given in terms of a Hessenbergian. Hence, the solution of
(5.7.19) is also expressible in terms of a Hessenbergian,

Hj = eF+G

∣∣∣∣∣∣∣∣∣

u1 −1
u2 u1 −1
u3 2u2 u1 −1
u4 3u3 3u2 u1 −1
. . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣
n

,
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which, after transposition, is equivalent to the stated result. �

Exercises
1. Prove that

i∑
k=1

bikuk = Hi,

where

bik =
(
i− 1
k − 1

)
Hi−k

and hence express uk as a Hessenbergian whose elements are the Hi.
2. Prove that

H(Ais, Arj) =
n∑

p=1

n∑
q=1

a′
pq

∣∣∣∣Aiq Air,sq

Apj Apr,sj

∣∣∣∣ .

5.8 Some Applications of Algebraic Computing

5.8.1 Introduction
In the early days of electronic digital computing, it was possible to per-
form, in a reasonably short time, long and complicated calculations with
real numbers such as the evaluation of π to 1000 decimal places or the
evaluation of a determinant of order 100 with real numerical elements, but
no system was able to operate with complex numbers or to solve even the
simplest of algebraic problems such as the factorization of a polynomial or
the evaluation of a determinant of low order with symbolic elements.
The first software systems designed to automate symbolic or algebraic

calculations began to appear in the 1950s, but for many years, the only
people who were able to profit from them were those who had easy access
to large, fast computers. The situation began to improve in the 1970s and
by the early 1990s, small, fast personal computers loaded with sophisticated
software systems had sprouted like mushrooms from thousands of desktops
and it became possible for most professional mathematicians, scientists, and
engineers to carry out algebraic calculations which were hitherto regarded
as too complicated even to attempt.
One of the branches of mathematics which can profit from the use of

computers is the investigation into the algebraic and differential properties
of determinants, for the work involved in manipulating determinants of or-
ders greater than 5 is usually too complicated to tackle unaided. Remember
that the expansion of a determinant of order n whose elements are mono-
mials consists of the sum of n! terms each with n factors and that many
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formulas in determinant theory contain products and quotients involving
several determinants of order n or some function of n.
Computers are invaluable in the initial stages of an investigation. They

can be used to study the behavior of determinants as their orders increase
and to assist in the search for patterns. Once a pattern has been observed,
it may be possible to formulate a conjecture which, when proved analyti-
cally, becomes a theorem. In some cases, it may be necessary to evaluate
determinants of order 10 or more before the nature of the conjecture be-
comes clear or before a previously formulated conjecture is realized to be
false.
In Section 5.6 on distinct matrices with nondistinct determinants, there

are two theorems which were originally published as conjectures but which
have since been proved by Fiedler. However, that section also contains a set
of simple isolated identities which still await unification and generalization.
The nature of these identities is comparatively simple and it should not be
difficult to make progress in this field with the aid of a computer.
The following pages contain several other conjectures which await proof

or refutation by analytic methods and further sets of simple isolated iden-
tities which await unification and generalization. Here again the use of a
computer should lead to further progress.

5.8.2 Hankel Determinants with Hessenberg Elements
Define a Hessenberg determinant Hn (Section 4.6) as follows:

Hn =

∣∣∣∣∣∣∣∣∣∣∣

h1 h2 h3 h4 · · · hn−1 hn
1 h1 h2 h3 · · · · · · · · ·

1 h1 h2 · · · · · · · · ·
1 h1 · · · · · · · · ·

· · · · · · · · · · · ·
1 h1

∣∣∣∣∣∣∣∣∣∣∣
n

,

H0 = 1. (5.8.1)

Conjecture 1.∣∣∣∣∣∣∣
Hn+r Hn+r+1 · · · H2n+r−1
Hn+r−1 Hn+r · · · H2n+r−2

· · · · · · · · · · · ·
Hr+1 Hr+2 · · · Hn+r

∣∣∣∣∣∣∣
n

=

∣∣∣∣∣∣∣
hn hn+1 · · · h2n+r−1
hn−1 hn · · · h2n+r−2
· · · · · · · · · · · ·
h1−r h2−r · · · hn

∣∣∣∣∣∣∣
n+r

.

h0 = 1, hm = 0, m < 0.
Both determinants are of Hankel form (Section 4.8) but have been ro-

tated through 90◦ from their normal orientations. Restoration of normal
orientations introduces negative signs to determinants of orders 4m and
4m + 1, m ≥ 1. When r = 0, the identity is unaltered by interchanging
Hs and hs, s = 1, 2, 3 . . .. The two determinants merely change sides. The
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identities in which r = ±1 form a dual pair in the sense that one can be
transformed into the other by interchanging Hs and hs, s = 0, 1, 2, . . . .

Examples.

(n, r) = (2, 0): ∣∣∣∣H2 H3
H1 H2

∣∣∣∣ =
∣∣∣∣h2 h3
h1 h2

∣∣∣∣ ;
(n, r) = (3, 0): ∣∣∣∣∣∣

H3 H4 H5
H2 H3 H4
H1 H2 H3

∣∣∣∣∣∣ =
∣∣∣∣∣∣
h3 h4 h5
h2 h3 h4
h1 h2 h3

∣∣∣∣∣∣ ;
(n, r) = (2, 1): ∣∣∣∣H3 H4

H2 H3

∣∣∣∣ =
∣∣∣∣∣∣
h2 h3 h4
h1 h2 h3
1 h1 h2

∣∣∣∣∣∣ ;
(n, r) = (3,−1): ∣∣∣∣∣∣

H2 H3 H4
H1 H2 H3
1 H1 H2

∣∣∣∣∣∣ =
∣∣∣∣h3 h4
h2 h3

∣∣∣∣ .
Conjecture 2.

∣∣∣∣Hn Hn+1
1 H1

∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣

h2 h3 h4 h5 · · · hn hn+1
1 h1 h2 h3 · · · hn−2 hn−1

1 h1 h2 · · · hn−3 hn−2
1 h1 · · · hn−4 hn−3

· · · · · · · · · · · ·
1 h1

∣∣∣∣∣∣∣∣∣∣∣
n

.

Note that, in the determinant on the right, there is a break in the sequence
of suffixes from the first row to the second.

The following set of identities suggest the existence of a more general
relation involving determinants in which the sequence of suffixes from one
row to the next or from one column to the next is broken.∣∣∣∣H1 H3

1 H2

∣∣∣∣ =
∣∣∣∣h1 h3
1 h2

∣∣∣∣ ,
∣∣∣∣H2 H4
H1 H3

∣∣∣∣ =
∣∣∣∣∣∣
h1 h3 h4
1 h2 h3

h1 h2

∣∣∣∣∣∣ ,
∣∣∣∣H3 H5
H2 H4

∣∣∣∣ =
∣∣∣∣∣∣∣
h1 h3 h4 h5
1 h2 h3 h4

h1 h2 h3
1 h1 h2

∣∣∣∣∣∣∣ ,
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H2 H4 H5
H1 H3 H4
1 H2 H3

∣∣∣∣∣∣ =
∣∣∣∣∣∣
h2 h4 h5
h1 h3 h4
1 h2 h3

∣∣∣∣∣∣ ,
∣∣∣∣H3 H5
H1 H3

∣∣∣∣ =
∣∣∣∣∣∣∣
h1 h3 h4 h5
1 h2 h3 h4

h1 h2 h3
1 h1

∣∣∣∣∣∣∣ . (5.8.2)

5.8.3 Hankel Determinants with Hankel Elements
Let

An = |φr+m|n, 0 ≤ m ≤ 2n− 2, (5.8.3)

which is an Hankelian (or a Turanian).
Let

Br = A2

=
∣∣∣∣ φr φr+1
φr+1 φr+2

∣∣∣∣ . (5.8.4)

Then Br, Br+1, and Br+2 are each Hankelians of order 2 and are each
minors of A3:

Br = A(3)
33 ,

Br+1 = A(3)
31 = A(3)

13 ,

Br+2 = A(3)
11 . (5.8.5)

Hence, applying the Jacobi identity (Section 3.6),∣∣∣∣Br+2 Br+1
Br+1 Br

∣∣∣∣ =
∣∣∣∣A(3)

11 A
(3)
13

A
(3)
31 A

(3)
33

∣∣∣∣
= A3A

(3)
13,13

= φ2A3. (5.8.6)

Now redefine Br. Let Br = A3. Then, Br, Br+1, . . . , Br+4 are each second
minors of A5:

Br = A(5)
45,45,

Br+1 = −A(5)
15,45 = −A(5)

45,15,

Br+2 = A(5)
12,45 = A(5)

15,15 = A(5)
45,12,

Br+3 = −A(5)
12,15 = −A(5)

15,12,

Br+4 = A(5)
12,12. (5.8.7)
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Hence, ∣∣∣∣∣∣
Br+4 Br+3 Br+2
Br+3 Br+2 Br+1
Br+2 Br+1 Br

∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
A

(5)
12,12 A

(5)
12,15 A

(5)
12,45

A
(5)
15,12 A

(5)
15,15 A

(5)
15,45

A
(5)
45,12 A

(5)
45,15 A

(5)
45,45

∣∣∣∣∣∣∣ . (5.8.8)

Denote the determinant on the right by V3. Then, V3 is not a standard
third-order Jacobi determinant which is of the form

|A(n)
pq |3 or |A(n)

gp,hq|3, p = i, j, k, q = r, s, t.

However, V3 can be regarded as a generalized Jacobi determinant in which
the elements have vector parameters:

V3 = |A(5)
uv|3, (5.8.9)

where u and v = [1, 2], [1, 5], and [4, 5], and A(5)
uv is interpreted as a second

cofactor of A5. It may be verified that

V3 = A(5)
125;125A

(5)
145;145A5 + φ4(A

(5)
15 )

2 (5.8.10)

and that if

V3 = |A(4)
uv|3, (5.8.11)

where u and v = [1, 2], [1, 4], and [3, 4], then

V3 = A(4)
124;124A

(4)
134;134A4 + (A(4)

14 )
2. (5.8.12)

These results suggest the following conjecture:

Conjecture. If

V3 = |A(n)
uv|3,

where u and v = [1, 2], [1, n], and [n− 1, n], then

V3 = A(n)
12n;12nA

(n)
1,n−1,n;1,n−1,nAn +A(n)

12,n−1,n;12,n−1,n(A
(n)
1n )2.

Exercise. If

V3 = |A(4)
uv|,

where

u = [1, 2], [1, 3], and [2, 4],

v = [1, 2], [1, 3], and [2, 3].

prove that

V3 = −φ5φ6A4.
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5.8.4 Hankel Determinants with Symmetric Toeplitz Elements
The symmetric Toeplitz determinant Tn (Section 4.5.2) is defined as follows:

Tn = |t|i−j||n,
with

T0 = 1. (5.8.13)

For example,

T1 = t0,
T2 = t20 − t21,
T3 = t30 − 2t0t21 − t0t22 + 2t21t2, (5.8.14)

etc. In each of the following three identities, the determinant on the left
is a Hankelian with symmetric Toeplitz elements, but when the rows
or columns are interchanged they can also be regarded as second-order
subdeterminants of |T|i−j||n, which is a symmetric Toeplitz determinant
with symmetric Toeplitz elements. The determinants on the right are
subdeterminants of Tn with a common principal diagonal.∣∣∣∣T0 T1

T1 T2

∣∣∣∣ = −|t1|2,∣∣∣∣T1 T2
T2 T3

∣∣∣∣ = −
∣∣∣∣ t1 t0
t2 t1

∣∣∣∣
2

,

∣∣∣∣T2 T3
T3 T4

∣∣∣∣ = −
∣∣∣∣∣∣
t1 t0 t1
t2 t1 t0
t3 t2 t1

∣∣∣∣∣∣
2

. (5.8.15)

Conjecture.

∣∣∣∣Tn−1 Tn
Tn Tn+1

∣∣∣∣ = −

∣∣∣∣∣∣∣∣∣∣∣

t1 t0 t1 t2 · · · tn−2
t2 t1 t0 t1 · · · tn−3
t3 t2 t1 t0 · · · tn−4
t4 t3 t2 t1 · · · tn−5
· · · · · · · · · · · · · · · · · ·
tn tn−1 tn−2 tn−3 · · · t1

∣∣∣∣∣∣∣∣∣∣∣

2

n

.

Other relations of a similar nature include the following:
∣∣∣∣T0 T1
T2 T3

∣∣∣∣ =
∣∣∣∣∣∣
t0 t1 t2
t1 t0 t1
t2 t1

∣∣∣∣∣∣ ,
∣∣∣∣∣∣
T1 T2 T3
T2 T3 T4
T3 T4 T5

∣∣∣∣∣∣ has a factor

∣∣∣∣∣∣
t0 t1 t2
t1 t2 t3
t2 t3 t4

∣∣∣∣∣∣ . (5.8.16)
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5.8.5 Hessenberg Determinants with Prime Elements
Let the sequence of prime numbers be denoted by {pn} and define a
Hessenberg determinant Hn (Section 4.6) as follows:

Hn =

∣∣∣∣∣∣∣∣∣

p1 p2 p3 p4 · · ·
1 p1 p2 p3 · · ·

1 p1 p2 · · ·
1 p1 · · ·

· · · · · ·

∣∣∣∣∣∣∣∣∣
n

.

This determinant satisfies the recurrence relation

Hn =
n−1∑
r=0

(−1)rpr+1Hn−1−r, H0 = 1.

A short list of primes and their associated Hessenberg numbers is given
in the following table:

n 1 2
... 3 4 5 6 7 8 9 10

pn 2 3
... 5 7 11 13 17 19 23 29

Hn 2 1
... 1 2 3 7 10 13 21 26

n 11 12 13 14 15 16 17 18 19 20
pn 31 37 41 43 47 53 59 61 67 71
Hn 33 53 80 127 193 254 355 527 764 1149

Conjecture. The sequence {Hn} is monotonic from H3 onward.

This conjecture was contributed by one of the authors to an article en-
titled “Numbers Count” in the journal Personal Computer World and was
published in June 1991. Several readers checked its validity on computers,
but none of them found it to be false. The article is a regular one for com-
puter buffs and is conducted by Mike Mudge, a former colleague of the
author.

Exercise. Prove or refute the conjecture analytically.

5.8.6 Bordered Yamazaki–Hori Determinants — 2
A bordered determinant W of order (n+1) is defined in Section 4.10.3 and
is evaluated in Theorem 4.42 in the same section. Let that determinant be
denoted here by Wn+1 and verify the formula

Wn+1 = −Kn

4
(x2 − 1)n(n−1){(x+ 1)n − (x− 1)n}2

for several values of n. Kn is the simple Hilbert determinant.
Replace the last column of Wn+1 by the column[

1 3 5 · · · (2n− 1) •]T
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and denote the result by Zn+1. Verify the formula

Zn+1 = −n2Kn(x2 − 1)n
2−2(x2 − n2)

for several values of n.
Both formulas have been proved analytically, but the details are

complicated and it has been decided to omit them.

Exercise. Show that∣∣∣∣∣∣∣∣∣

a11 a12 · · · a1n x
a21 a22 · · · a2n x2

· · · · · · · · · · · · · · ·
an1 an2 · · · ann xn

1 x
3 · · · xn−1

2n−1 − 1
2

∣∣∣∣∣∣∣∣∣
= − 1

2KnF
(
n,−n; 1

2 ;−x
)
,

where

aij =
(1 + x)i+j−1 − xi+j−1

i+ j − 1

and where F (a, b; c;x) is the hypergeometric function.

5.8.7 Determinantal Identities Related to Matrix Identities
If Mr, 1 ≤ r ≤ s, denote matrices of order n and

s∑
r=1

Mr = 0, s > 2,

then, in general,
s∑

r=1

|Mr| �= 0, s > 2,

that is, the corresponding determinantal identity is not valid. However,
there are nontrivial exceptions to this rule.
Let P and Q denote arbitrary matrices of order n. Then

1. a. (PQ+QP) + (PQ−QP) − 2PQ = 0, all n,
b. |PQ+QP| + |PQ−QP| − |2PQ| = 0, n = 2.

2. a. (P−Q)(P+Q) − (P2 −Q2) − (PQ−QP) = 0, all n,
b. |(P−Q)(P+Q)| − |P2 −Q2| − |PQ−QP| = 0, n = 2.

3. a. (P−Q)(P+Q) − (P2 −Q2) + (PQ+QP) − 2PQ = 0, all n,
b. |(P−Q)(P+Q)| − |P2 −Q2| + |PQ+QP| − |2PQ| = 0, n = 2.

The matrix identities 1(a), 2(a), and 3(a) are obvious. The corresponding
determinantal identities 1(b), 2(b), and 3(b) are not obvious and no neat
proofs have been found, but they can be verified manually or on a computer.
Identity 3(b) can be obtained from 1(b) and 2(b) by eliminating |PQ−QP|.
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It follows that there exist at least two solutions of the equation

|X+Y| = |X| + |Y|, n = 2,

namely

X = PQ+QP or P2 −Q2,

Y = PQ−QP.
Furthermore, the equation

|X−Y + Z| = |X| − |Y| + |Z|, n = 2,

is satisfied by

X = P2 −Q2,

Y = PQ+QP,
Z = 2PQ.

Are there any other determinantal identities of a similar nature?



6
Applications of Determinants in
Mathematical Physics

6.1 Introduction

This chapter is devoted to verifications of the determinantal solutions of
several equations which arise in three branches of mathematical physics,
namely lattice, relativity, and soliton theories. All but one are nonlinear.
Lattice theory can be defined as the study of elements in a two- or

three-dimensional array under the influence of neighboring elements. For
example, it may be required to determine the electromagnetic state of one
loop in an electrical network under the influence of the electromagnetic
field generated by neighboring loops or to study the behavior of one atom
in a crystal under the influence of neighboring atoms.
Einstein’s theory of general relativity has withstood the test of time and

is now called classical gravity. The equations which appear in this chapter
arise in that branch of the theory which deals with stationary axisymmetric
gravitational fields.
A soliton is a solitary wave and soliton theory can be regarded as a

branch of nonlinear wave theory.
The term determinantal solution needs clarification since it can be ar-

gued that any function can be expressed as a determinant and, hence, any
solvable equation has a solution which can be expressed as a determinant.
The term determinantal solution shall mean a solution containing a deter-
minant which has not been evaluated in simple form and may possibly be
the simplest form of the function it represents. A number of determinants
have been evaluated in a simple form in earlier chapters and elsewhere, but
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they are exceptional. In general, determinants cannot be evaluated in sim-
ple form. The definition of a determinant as a sum of products of elements
is not, in general, a simple form as it is not, in general, amenable to many
of the processes of analysis, especially repeated differentiation.
There may exist a section of the mathematical community which believes

that if an equation possesses a determinantal solution, then the determinant
must emerge from a matrix like an act of birth, for it cannot materialize
in any other way! This belief has not, so far, been justified. In some cases,
the determinants do indeed emerge from sets of equations and hence, by
implication, from matrices, but in other cases, they arise as nonlinear alge-
braic and differential forms with no mother matrix in sight. However, we
do not exclude the possibility that new methods of solution can be devised
in which every determinant emerges from a matrix.
Where the integer n appears in the equation, as in the Dale and Toda

equations, n or some function of n appears in the solution as the order of
the determinant. Where n does not appear in the equation, it appears in
the solution as the arbitrary order of a determinant.
The equations in this chapter were originally solved by a variety of meth-

ods including the application of the Gelfand–Levitan–Marchenko (GLM)
integral equation of inverse scattering theory, namely

K(x, y, t) +R(x+ y, t) +
∫ ∞

x

K(x, z, t)R(y + z, t) dz = 0

in which the kernel R(u, t) is given and K(x, y, t) is the function to be
determined. However, in this chapter, all solutions are verified by the purely
determinantal techniques established in earlier chapters.

6.2 Brief Historical Notes

In order to demonstrate the extent to which determinants have entered the
field of differential and other equations we now give brief historical notes on
the origins and solutions of these equations. The detailed solutions follow
in later sections.

6.2.1 The Dale Equation
The Dale equation is

(y′′)2 = y′
(y
x

)′(y + 4n2

1 + x

)′
,

where n is a positive integer. This equation arises in the theory of stationary
axisymmetric gravitational fields and is the only nonlinear ordinary equa-
tion to appear in this chapter. It was solved in 1978. Two related equations,
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which appear in Section 4.11.4, were solved in 1980. Cosgrove has published
an equation which can be transformed into the Dale equation.

6.2.2 The Kay–Moses Equation
The one-dimensional Schrödinger equation, which arises in quantum theory,
is [

D2 + ε2 − V (x)]y = 0, D =
d

dx
,

and is the only linear ordinary equation to appear in this chapter.
The solution for arbitrary V (x) is not known, but in a paper published in

1956 on the reflectionless transmission of plane waves through dielectrics,
Kay and Moses solved it in the particular case in which

V (x) = −2D2(logA),

where A is a certain determinant of arbitrary order whose elements are
functions of x. The equation which Kay and Moses solved is therefore[

D2 + ε2 + 2D2(logA)
]
y = 0.

6.2.3 The Toda Equations
The differential–difference equations

D(Rn) = exp(−Rn−1) − exp(−Rn+1),

D2(Rn) = 2 exp(−Rn) − exp(−Rn−1) − exp(−Rn+1), D =
d

dx
,

arise in nonlinear lattice theory. The first appeared in 1975 in a paper by
Kac and van Moerbeke and can be regarded as a discrete analog of the
KdV equation (Ablowitz and Segur, 1981). The second is the simplest of
a series of equations introduced by Toda in 1967 and can be regarded as a
second-order development of the first. For convenience, these equations are
referred to as first-order and second-order Toda equations, respectively.
The substitutions

Rn = − log yn,
yn = D(log un)

transform the first-order equation into

D(log yn) = yn+1 − yn−1 (6.2.1)

and then into

D(un) =
unun+1

un−1
. (6.2.2)
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The same substitutions transform the second-order equation first into

D2(log yn) = yn+1 − 2yn + yn−1

and then into

D2(log un) =
un+1un−1

u2
n

. (6.2.3)

Other equations which are similar in nature to the transformed second-
order Toda equations are

DxDy(log un) =
un+1un−1

u2
n

,

(D2
x +D2

y) log un =
un+1un−1

u2
n

,

1
ρ
Dρ

[
ρDρ(log un)

]
=
un+1un−1

u2
n

. (6.2.4)

All these equations are solved in Section 6.5.
Note that (6.2.1) can be expressed in the form

D(yn) = yn(yn+1 − yn−1), (6.2.1a)

which appeared in 1974 in a paper by Zacharov, Musher, and Rubenchick
on Langmuir waves in a plasma and was solved in 1987 by S. Yamazaki
in terms of determinants P2n−1 and P2n of order n. Yamazaki’s analysis
involves a continued fraction. The transformed equation (6.2.2) is solved
below without introducing a continued fraction but with the aid of the
Jacobi identity and one of its variants (Section 3.6).
The equation

DxDy(Rn) = exp(Rn+1 −Rn) − exp(Rn −Rn−1) (6.2.5)

appears in a 1991 paper by Kajiwara and Satsuma on the q-difference
version of the second-order Toda equation.
The substitution

Rn = log
(
un+1

un

)

reduces it to the first line of (6.2.4).
In the chapter on reciprocal differences in his book Calculus of Finite

Differences, Milne-Thomson defines an operator rn by the relations

r0f(x) = f(x),

r1f(x) =
1

f ′(x)
,[

rn+1 − rn−1 − (n+ 1)r1rn
]
f(x) = 0.

Put

rnf = yn.
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Then,

yn+1 − yn−1 − (n+ 1)r1(yn) = 0,

that is,

y′
n(yn+1 − yn−1) = n+ 1.

This equation will be referred to as the Milne-Thomson equation. Its origin
is distinct from that of the Toda equations, but it is of a similar nature and
clearly belongs to this section.

6.2.4 The Matsukidaira–Satsuma Equations
The following pairs of coupled differential–difference equations appeared in
a paper on nonlinear lattice theory published by Matsukidaira and Satsuma
in 1990.
The first pair is

q′r = qr(ur+1 − ur),
u′
r

ur − ur−1
=

q′r
qr − qr−1

.

These equations contain two dependent variables q and u, and two indepen-
dent variables, x which is continuous and r which is discrete. The solution
is expressed in terms of a Hankel–Wronskian of arbitrary order n whose
elements are functions of x and r.

The second pair is

(qrs)y = qrs(ur+1,s − urs),
(urs)x

urs − ur,s−1
=
qrs(vr+1,s − vrs)
qrs − qr,s−1

.

These equations contain three dependent variables, q, u, and v, and four
independent variables, x and y which are continuous and r and s which
are discrete. The solution is expressed in terms of a two-way Wronskian of
arbitrary order n whose elements are functions of x, y, r, and s.

In contrast with Toda equations, the discrete variables do not appear in
the solutions as orders of determinants.

6.2.5 The Korteweg–de Vries Equation
The Korteweg–de Vries (KdV) equation, namely

ut + 6uux + uxxx = 0,

where the suffixes denote partial derivatives, is nonlinear and first arose in
1895 in a study of waves in shallow water. However, in the 1960s, interest in
the equation was stimulated by the discovery that it also arose in studies
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of magnetohydrodynamic waves in a warm plasma, ion acoustic waves,
and acoustic waves in an anharmonic lattice. Of all physically significant
nonlinear partial differential equations with known analytic solutions, the
KdV equation is one of the simplest. The KdV equation can be regarded
as a particular case of the Kadomtsev–Petviashvili (KP) equation but it is
of such fundamental importance that it has been given detailed individual
attention in this chapter.
A method for solving the KdV equation based on the GLM integral

equation was described by Gardner, Greene, Kruskal, and Miura (GGKM)
in 1967. The solution is expressed in the form

u = 2Dx{K(x, x, t)}, Dx =
∂

∂x
.

However, GGKM did not give an explicit solution of the integral equation
and the first explicit solution of the KdV equation was given by Hirota
in 1971 in terms of a determinant with well-defined elements but of arbi-
trary order. He used an independent method which can be described as
heuristic, that is, obtained by trial and error. In another pioneering pa-
per published the same year, Zakharov solved the KdV equation using the
GGKM method. Wadati and Toda also applied the GGKM method and,
in 1972, published a solution which agrees with Hirota’s.
In 1979, Satsuma showed that the solution of the KdV equation can

be expressed in terms of a Wronskian, again with well-defined elements
but of arbitrary order. In 1982, Pöppe transformed the KdV equation into
an integral equation and solved it by the Fredholm determinant method.
Finally, in 1983, Freeman and Nimmo solved the KdV equation directly in
Wronskian form.

6.2.6 The Kadomtsev–Petviashvili Equation
The Kadomtsev–Petviashvili (KP) equation, namely

(ut + 6uux + uxxx)x + 3uyy = 0,

arises in a study published in 1970 of the stability of solitary waves in
weakly dispersive media. It can be regarded as a two-dimensional gen-
eralization of the KdV equation to which it reverts if u is independent
of y.

The non-Wronskian solution of the KP equation was obtained from in-
verse scattering theory (Lamb, 1980) and verified in 1989 by Matsuno using
a method based on the manipulation of bordered determinants. In 1983,
Freeman and Nimmo solved the KP equation directly in Wronskian form,
and in 1988, Hirota, Ohta, and Satsuma found a solution containing a
two-way (right and left) Wronskian. Again, all determinants have well-
defined elements but are of arbitrary order. Shortly after the Matsuno
paper appeared, A. Nakamura solved the KP equation by means of four
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linear operators and a determinant of arbitrary order whose elements are
defined as integrals.
The verifications given in Sections 6.7 and 6.8 of the non-Wronskian

solutions of both the KdV and KP equations apply purely determinantal
methods and are essentially those published by Vein and Dale in 1987.

6.2.7 The Benjamin–Ono Equation
The Benjamin–Ono (BO) equation is a nonlinear integro-differential equa-
tion which arises in the theory of internal waves in a stratified fluid of great
depth and in the propagation of nonlinear Rossby waves in a rotating fluid.
It can be expressed in the form

ut + 4uux +H{uxx} = 0,

where H{f(x)} denotes the Hilbert transform of f(x) defined as

H{f(x)} =
1
π
P

∫ ∞

−∞

f(y)
y − x dy

and where P denotes the principal value.
In a paper published in 1988, Matsuno introduced a complex substitution

into the BO equation which transformed it into a more manageable form,
namely

2AxA
∗
x = A∗(Axx + ωAt) +A(Axx + ωAt)∗ (ω2 = −1),

where A∗ is the complex conjugate of A, and found a solution in which
A is a determinant of arbitrary order whose diagonal elements are linear
in x and t and whose nondiagonal elements contain a sequence of distinct
arbitrary constants.

6.2.8 The Einstein and Ernst Equations
In the particular case in which a relativistic gravitational field is axially
symmetric, the Einstein equations can be expressed in the form

∂

∂ρ

(
ρ
∂P
∂ρ
P−1

)
+
∂

∂z

(
ρ
∂P
∂z
P−1

)
= 0,

where the matrix P is defined as

P =
1
φ

[
1 ψ
ψ φ2 + ψ2

]
. (6.2.6)

φ is the gravitational potential and is real and ψ is either real, in which
case it is the twist potential, or it is purely imaginary, in which case it has
no physical significance. (ρ, z) are cylindrical polar coordinates, the angular
coordinate being absent as the system is axially symmetric.
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Since detP = 1,

P−1 =
1
φ

[
φ2 + ψ2 −ψ

−ψ 1

]
,

∂P
∂ρ

=
1
φ2

[ −φρ φψρ − ψφρ
φψρ − ψφρ φ2φρ + 2φψψρ − ψ2φρ

]
,

∂P
∂ρ
P−1 =

M
φ2 ,

∂P
∂z
P−1 =

N
φ2 ,

where

M =
[ −(φφρ + ψψρ) ψρ
(φ2 − ψ2)ψρ − 2φψφρ φφρ + ψψρ

]

and N is the matrix obtained fromM by replacing φρ by φz and ψρ by ψz.
The equation above (6.2.6) can now be expressed in the form

M
ρ

− 2
φ
(φρM+ φzN) + (Mρ +Nz) = 0 (6.2.7)

where

φρM+ φzN =




−
{

φ(φ2
ρ + φ

2
z)

+ψ(φρψρ + φzψz)

}
{φρψρ + φzψz}{

(φ2 − ψ2)(φρψρ + φzψz)
−2φψ(φ2

ρ + φ
2
z)

} {
φ(φ2

ρ + φ
2
z)

+ψ(φρψρ + φzψz)

}

 ,

Mρ +Nz

=


 −

{
φ(φρρ + φzz) + ψ(ψρρ + ψzz)

+φ2
ρ + φ2

z + ψ2
ρ + ψ2

z

}
{ψρρ + ψzz}{

(φ2 − ψ2)(ψρρ + ψzz) − 2φψ(φρρ + φzz)
−2ψ(φ2

ρ + φ2
z + ψ2

ρ + ψ2
z)

} {
φ(φρρ + φzz) + ψ(ψρρ + ψzz)

+φ2
ρ + φ2

z + ψ2
ρ + ψ2

z

}



The Einstein equations can now be expressed in the form[
f11 f12
f21 f22

]
= 0,

where

f12 =
1
φ

[
φ

(
ψρρ +

1
ρ
ψρ + ψzz

)
− 2(φρψρ + φzψz)

]
= 0,

f11 = −ψf12 −
[
φ

(
φρρ +

1
ρ
φρ + φzz

)
− φ2

ρ − φ2
z + ψ

2
ρ + ψ

2
z

]
= 0,

f21 = (φ2 − ψ2)f12 − 2ψ
[
φ

(
φρρ +

1
ρ
φρ + φzz

)
− φ2

ρ − φ2
z + ψ

2
ρ + ψ

2
z

]
= 0,

f22 = −f11 = 0,
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which yields only two independent scalar equations, namely

φ

(
φρρ +

1
ρ
φρ + φzz

)
− φ2

ρ − φ2
z + ψ

2
ρ + ψ

2
z = 0, (6.2.8)

φ

(
ψρρ +

1
ρ
ψρ + ψzz

)
− 2(φρψρ + φzψz) = 0. (6.2.9)

The second equation can be rearranged into the form

∂

∂ρ

(
ρψρ
φ2

)
+
∂

∂z

(
ρψz
φ2

)
= 0.

Historically, the scalar equations (6.2.8) and (6.2.9) were formulated before
the matrix equation (6.2.1), but the modern approach to relativity is to
formulate the matrix equation first and to derive the scalar equations from
them.
Equations (6.2.8) and (6.2.9) can be contracted into the form

φ∇2φ− (∇φ)2 + (∇ψ)2 = 0, (6.2.10)
φ∇2ψ − 2∇φ · ∇ψ = 0, (6.2.11)

which can be contracted further into the equations
1
2 (ζ+ + ζ−)∇2ζ± = (∇ζ±)2, (6.2.12)

where

ζ+ = φ+ ωψ,
ζ− = φ− ωψ (ω2 = −1). (6.2.13)

The notation

ζ = φ+ ωψ,
ζ∗ = φ− ωψ, (6.2.14)

where ζ∗ is the complex conjugate of ζ, can be used only when φ and ψ are
real. In that case, the two equations (6.2.12) reduce to the single equation

1
2 (ζ + ζ

∗)∇2ζ = (∇ζ)2. (6.2.15)

In 1983, Y. Nakamura conjectured the existence two related infinite sets of
solutions of (6.2.8) and (6.2.9). He denoted them by

φ′
n, ψ

′
n, n ≥ 1,

φn, ψn, n ≥ 2, (6.2.16)

and deduced the first few members of each set with the aid of the pair of
coupled difference–differential equations given in Appendix A.11 and the
Bäcklund transformations β and γ given in Appendix A.12. The general
Nakamura solutions were given by Vein in 1985 in terms of cofactors as-
sociated with a determinant of arbitrary order whose elements satisfy the
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difference–differential equations. These solutions are reproduced with mi-
nor modifications in Section 6.10.2. In 1986, Kyriakopoulos approached the
same problem from another direction and obtained the same determinant
in a different form.
The Nakamura–Vein solutions are of great interest mathematically but

are not physically significant since, as can be seen from (6.10.21) and
(6.10.22), φn and ψn can be complex functions when the elements of Bn are
complex. Even when the elements are real, ψn and ψ′

n are purely imaginary
when n is odd. The Nakamura–Vein solutions are referred to as intermediate
solutions.
The Neugebauer family of solutions published in 1980 contains as a par-

ticular case the Kerr–Tomimatsu–Sato class of solutions which represent
the gravitational field generated by a spinning mass. The Ernst complex
potential ξ in this case is given by the formula

ξ = F/G (6.2.17)

where F and G are determinants of order 2n whose column vectors are
defined as follows:
In F ,

Cj =
[
τj cjτj c2jτj · · · cn−2

j τj 1 cj c2j . . . c
n
j

]T
2n, (6.2.18)

and in G,

Cj =
[
τj cjτj c2jτj · · · cn−1

j τj 1 cj c2j . . . c
n−1
j

]T
2n, (6.2.19)

where

τj = eωθj
[
ρ2 + (z + cj)2

] 1
2 (ω2 = −1) (6.2.20)

and 1 ≤ j ≤ 2n. The cj and θj are arbitrary real constants which can be
specialized to give particular solutions such as the Yamazaki–Hori solutions
and the Kerr–Tomimatsu–Sato solutions.
In 1993, Sasa and Satsuma used the Nakamura–Vein solutions as a start-

ing point to obtain physically significant solutions. Their analysis included
a study of Vein’s quasicomplex symmetric Toeplitz determinant An and a
related determinant En. They showed that An and En satisfy two equa-
tions containing Hirota operators. They then applied these equations to
obtain a solution of the Einstein equations and verified with the aid of
a computer that their solution is identical with the Neugebauer solution
for small values of n. The equations satisfied by An and En are given as
exercises at the end of Section 6.10.2 on the intermediate solutions.
A wholly analytic method of obtaining the Neugebauer solutions is

given in Sections 6.10.4 and 6.10.5. It applies determinantal identities and
other relations which appear in this chapter and elsewhere to modify the
Nakamura–Vein solutions by means of algebraic Bäcklund transformations.
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The substitution

ζ =
1 − ξ
1 + ξ

(6.2.21)

transforms equation (6.2.15) into the Ernst equation, namely

(ξξ∗ − 1)∇2ξ = 2ξ∗(∇ξ · ∇ξ) (6.2.22)

which appeared in 1968.
In 1977, M. Yamazaki conjectured and, in 1978, Hori proved that a

solution of the Ernst equation is given by

ξn =
pxun − ωqyvn

wn
(ω2 = −1), (6.2.23)

where x and y are prolate spheroidal coordinates and un, vn, and wn are
determinants of arbitrary order n in which the elements in the first columns
of un and vn are polynomials with complicated coefficients. In 1983, Vein
showed that the Yamazaki–Hori solutions can be expressed in the form

ξn =
pUn+1 − ωqVn+1

Wn+1
(6.2.24)

where Un+1, Vn+1, andWn+1 are bordered determinants of order n+1 with
comparatively simple elements. These determinants are defined in detail in
Section 4.10.3.
Hori’s proof of (6.2.23) is long and involved, but no neat proof has yet

been found. The solution of (6.2.24) is stated in Section 6.10.6, but since
it was obtained directly from (6.2.23) no neat proof is available.

6.2.9 The Relativistic Toda Equation
The relativistic Toda equation, namely

R̈n =

(
1 +

Ṙn−1

c

)(
1 +

Ṙn

c

)
exp(Rn−1 −Rn)

1 + (1/c2) exp(Rn−1 −Rn)

−
(
1 − Ṙn

c

)(
1 +

Ṙn+1

c

)
exp(Rn −Rn+1)

1 + (1/c2) exp(Rn −Rn+1)
,(6.2.25)

where Ṙn = dRn/dt, etc., was introduced by Rujisenaars in 1990. In the
limit as c→ ∞, (6.2.25) degenerates into the equation

R̈n = exp(Rn−1 −Rn) − exp(Rn −Rn+1). (6.2.26)

The substitution

Rn = log
{
Un−1

Un

}
(6.2.27)

reduces (6.2.26) to (6.2.3).
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Equation (6.2.25) was solved by Ohta, Kajiwara, Matsukidaira, and
Satsuma in 1993. A brief note on the solutions is given in Section 6.11.

6.3 The Dale Equation

Theorem. The Dale equation, namely

(y′′)2 = y′
(y
x

)′(y + 4n2

1 + x

)′
,

where n is a positive integer, is satisfied by the function

y = 4(c− 1)xA11
n ,

where A11
n is a scaled cofactor of the Hankelian An = |aij |n in which

aij =
xi+j−1 + (−1)i+jc

i+ j − 1

and c is an arbitrary constant. The solution is clearly defined when n ≥ 2
but can be made valid when n = 1 by adopting the convention A11 = 1 so
that A11 = (x+ c)−1.

Proof. Using Hankelian notation (Section 4.8),

A = |φm|n, 0 ≤ m ≤ 2n− 2,

where

φm =
xm+1 + (−1)mc

m+ 1
. (6.3.1)

Let

P = |ψm|n,
where

ψm = (1 + x)−m−1φm.

Then,

ψ′
m = mFψm−1

(the Appell equation), where

F = (1 + x)−2. (6.3.2)

Hence, by Theorem 4.33 in Section 4.9.1 on Hankelians with Appell
elements,

P ′ = ψ′
0P11

=
(1 − c)P11

(1 + x)2
. (6.3.3)
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Note that the theorem cannot be applied to A directly since φm does not
satisfy the Appell equation for any F (x).
Using the identity

|ti+j−2aij |n = tn(n−1)|aij |n,
it is found that

P = (1 + x)−n2
A,

P11 = (1 + x)−n2+1A11. (6.3.4)

Hence,

(1 + x)A′ = n2A− (c− 1)A11. (6.3.5)

Let

αi =
∑
r

xr−1Ari, (6.3.6)

βi =
∑
r

(−1)rAri, (6.3.7)

λ =
∑
r

(−1)rαr

=
∑
r

∑
s

(−1)rxs−1Ars

=
∑
s

xs−1βs, (6.3.8)

where r and s = 1, 2, 3, . . . , n in all sums.
Applying double-sum identity (D) in Section 3.4 with fr = r and gs =

s− 1, then (B),

(i+ j − 1)Aij =
∑
r

∑
s

[xr+s−1 + (−1)r+sc]AriAsj

= xαiαj + cβiβj (6.3.9)

(Aij)′ = −
∑
r

∑
s

xi+j−2AisArj

= −αiαj . (6.3.10)

Hence,

x(Aij)′ + (i+ j − 1)Aij = cβiβj ,
(xi+j−1Aij)′ = c(xi−1βi)(xj−1βj).

In particular,

(A11)′ = −α2
1,

(xA11)′ = cβ2
1 . (6.3.11)
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Applying double-sum identities (C) and (A),
n∑

r=1

n∑
s=1

[xr+s−1 + (−1)r+sc]Ars =
n∑

r=1

(2r − 1)

= n2 (6.3.12)

xA′

A
=

n∑
r=1

n∑
s=1

xr+s−1Ars

= n2 − c
n∑

r=1

n∑
s=1

(−1)r+sArs. (6.3.13)

Differentiating and using (6.3.10),(
xA′

A

)′
= c

n∑
r

n∑
s

(−1)r+sαrαs

= cλ2. (6.3.14)

It follows from (6.3.5) that

xA′

A
=
[
1 − 1

1 + x

]
[n2 − (c− 1)A11]

= n2 −
[
(c− 1)xA11 + n2

1 + x

]
. (6.3.15)

Hence, eliminating xA′/A and using (6.3.14),[
(c− 1)xA11 + n2

1 + x

]′
= −cλ2. (6.3.16)

Differentiating (6.3.7) and using (6.3.10) and the first equation in (6.3.8),

β′
i = λαi. (6.3.17)

Differentiating the second equation in (6.3.11) and using (6.3.17),

(xA11)′′ = 2cλα1β1. (6.3.18)

All preparations for proving the theorem are now complete.
Put

y = 4(c− 1)xA11.

Referring to the second equation in (6.3.11),

y′ = 4(c− 1)(xA11)′

= 4c(c− 1)β2
1 . (6.3.19)

Referring to the first equation in (6.3.11),(y
x

)′
= 4(c− 1)(A11)′
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= −4c(c− 1)α2
1. (6.3.20)

Referring to (6.3.16),(
y + 4n2

1 + x

)′
= 4

[
(c− 1)xA11 + n2

1 + x

]′

= −4cλ2. (6.3.21)

Differentiating (6.3.19) and using (6.3.17),

y′′ = 8c(c− 1)λα1β1. (6.3.22)

The theorem follows from (6.3.19) and (6.3.22). �

6.4 The Kay–Moses Equation

Theorem. The Kay–Moses equation, namely[
D2 + ε2 + 2D2(logA)

]
y = 0 (6.4.1)

is satisfied by the equation

y = e−ωεx


1 −

n∑
i,j=1

e(ci+cj)ωεxAij

cj − 1


 , ω2 = −1,

where

A = |ars|n,

ars = δrsbr +
e(cr+cs)ωεx

cr + cs
.

The br, r ≥ 1, are arbitrary constants and the cr, r ≥ 1, are constants such
that cj �= 1, 1 ≤ j ≤ n and cr + cs �= 0, 1 ≤ r, s ≤ n, but are otherwise
arbitrary.
The analysis which follows differs from the original both in the form of

the solution and the method by which it is obtained.

Proof. Let A = |ars(u)|n denote the symmetric determinant in which

ars = δrsbr +
e(cr+cs)u

cr + cs
= asr,

a′
rs = e

(cr+cs)u. (6.4.2)

Then the double-sum relations (A)–(D) in Section 3.4 with fr = gr = cr
become

(logA)′ =
∑
r,s

e(cr+cs)uArs, (6.4.3)
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(Aij)′ = −
∑
r

ecruArj
∑
s

ecsuAis, (6.4.4)

2
∑
r

brcrA
rr +

∑
r,s

e(cr+cs)uArs = 2
∑
r

cr, (6.4.5)

2
∑
r

brcrA
irArj +

∑
r

ecruArj
∑
s

ecsuAis = (ci + cj)Aij . (6.4.6)

Put

φi =
∑
s

ecsuAis. (6.4.7)

Then (6.4.4) and (6.4.6) become

(Aij)′ = −φiφj , (6.4.8)

2
∑
r

brcrA
irArj + φiφj = (ci + cj)Aij . (6.4.9)

Eliminating the φiφj terms,

(Aij)′ + (ci + cj)Aij = 2
∑
r

brcrA
irArj ,

[
e(ci+cj)uAij

]′ = 2e(ci+cj)u
∑
r

brcrA
irArj . (6.4.10)

Differentiating (6.4.3),

(logA)′′ =
∑
i,j

[
e(ci+cj)uAij

]′
= 2

∑
r

brcr
∑
i

eciuAir
∑
j

ecjuArj

= 2
∑
r

brcrφ
2
r. (6.4.11)

Replacing s by r in (6.4.7),

eciuφi =
∑
r

e(ci+cr)uAir,

(
ecjuφi

)′ = 2
∑
r

brcr
(
eciuAir

)∑
j

ecjuArj

= 2
∑
r

brcrφre
ciuAir,

φ′
i + ciφi = 2

∑
r

brcrφrA
ir.

Interchange i and r, multiply by brcrArj , sum over r, and refer to (6.4.9):∑
r

brcrA
rj(φ′

r + crφr) = 2
∑
i

biciφi
∑
r

brcrA
irArj
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=
∑
i

biciφi[(ci + cj)Aij − φiφj ]

=
∑
r

brcrφr[(cr + cj)Arj − φrφj ],
∑
r

brcrA
rjφ′

r =
∑
r

brcrφr[cjArj − φrφj ], (6.4.12)

∑
r

brcrA
rj(φ′

r − φr) =
∑
r

brcrφr(cj − 1)Arj −
∑
r

brcrφ
2
rφj .

Multiply by ecju/(cj − 1), sum over j, and refer to (6.4.7):

∑
j,r

brcrA
rjecju(φ′

r − φr)
cj − 1

=
∑
r

brcrφ
2
r −

∑
r

brcrφ
2
r

∑
j

ecjuφj
cj − 1

= F
∑
r

brcrφ
2
r

= 1
2F (logA)

′′, (6.4.13)

where

F = 1 −
∑
j

ecjuφj
cj − 1

= 1 −
∑
i,j

e(ci+cj)uAij

cj − 1
. (6.4.14)

Differentiate and refer to (6.4.9):

F ′ = −2
∑
r

brcr
∑
j

ecjuArj

cj − 1

∑
i

eciuAir

= −2
∑
r

brcr
∑
j

φre
cjuArj

cj − 1
. (6.4.15)

Differentiate again and refer to (6.4.8):

F ′′ = 2
∑
r

brcr
∑
j

ecju

cj − 1
[
φ2
rφj − cjφrArj − φ′

rA
rj
]

= P −Q−R, (6.4.16)

where

P = 2
∑
j

ecjuφj
cj − 1

∑
r

brcrφ
2
r

= (1 − F )(logA)′′ (6.4.17)

Q = 2
∑
j,r

brcrcjφre
cjuArj

cj − 1
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= 2
∑
r

brcrφr
∑
j

ecjuArj + 2
∑
r

brcr
∑
j

φre
cjuArj

cj − 1

= 2
∑
r

brcrφ
2
r − F ′

= (logA)′′ − F ′, (6.4.18)

R = 2
∑
j

ecju

cj − 1

∑
r

brcrφ
′
rA

rj

= 2
∑
j

ecju

cj − 1

∑
r

brcrφr[cjArj − φrφj ]

= Q− P. (6.4.19)

Hence, eliminating P , Q, and R from (6.4.16)–(6.4.19),

d2F

du2 − 2
dF

du
+ 2F (logA)′′ = 0. (6.4.20)

Put

F = euy. (6.4.21)

Then, (6.4.20) is transformed into

d2y

du2 − y + 2y
d2

du2 (logA) = 0. (6.4.22)

Finally, put u = ωεx, (ω2 = −1). Then, (6.4.22) is transformed into

d2y

dx2 + ε2y + 2y
d2

dx2 (logA) = 0,

which is identical with (6.4.1), the Kay–Moses equation. This completes
the proof of the theorem. �

6.5 The Toda Equations

6.5.1 The First-Order Toda Equation
Define two Hankel determinants (Section 4.8) An and Bn as follows:

An = |φm|n, 0 ≤ m ≤ 2n− 2,
Bn = |φm|n, 1 ≤ m ≤ 2n− 1,
A0 = B0 = 1. (6.5.1)

The algebraic identities

AnB
(n+1)
n+1,n −BnA

(n+1)
n+1,n +An+1Bn−1 = 0, (6.5.2)

Bn−1A
(n+1)
n+1,n −AnB

(n)
n,n−1 +An−1Bn = 0 (6.5.3)



6.5 The Toda Equations 253

are proved in Theorem 4.30 in Section 4.8.5 on Turanians.
Let the elements in both An and Bn be defined as

φm(x) = f (m)(x), f(x) arbitrary,

so that

φ′
m = φm+1 (6.5.4)

and both An and Bn are Wronskians (Section 4.7) whose derivatives are
given by

A′
n = −A(n+1)

n+1,n,

B′
n = −B(n+1)

n+1,n. (6.5.5)

Theorem 6.1. The equation

u′
n =

unun+1

un−1

is satisfied by the function defined separately for odd and even values of n
as follows:

u2n−1 =
An

Bn−1
,

u2n =
Bn

An
.

Proof.

B2
n−1u

′
2n−1 = Bn−1A

′
n −AnB

′
n−1

= −Bn−1A
(n+1)
n+1,n +AnB

(n)
n,n−1

B2
n−1

(
u2n−1u2n

u2n−2

)
= An−1Bn.

Hence, referring to (6.5.3),

B2
n−1

[
u2n−1u2n

u2n−2
− u′

2n−1

]
= An−1Bn +Bn−1A

(n+1)
n+1,n −AnB

(n)
n,n−1

= 0,

which proves the theorem when n is odd.

A2
nu

′
2n = AnB

′
n −BnA

′
n

= −AnB
(n+1)
n+1,n +BnA

(n+1)
n,n+1,

A2
n

(
u2nu2n+1

u2n−1

)
= An+1Bn−1.

Hence, referring to (6.5.2),

A2
n

[
u2nu2n+1

u2n−1
− u′

2n

]
= An+1Bn−1 +AnB

(n+1)
n+1,n −BnA

(n+1)
n,n+1
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= 0,

which proves the theorem when n is even. �

Theorem 6.2. The function

yn = D(log un), D =
d

dx
,

is given separately for odd and even values of n as follows:

y2n−1 =
An−1Bn

AnBn−1
,

y2n =
An+1Bn−1

AnBn
.

Proof.

y2n−1 = D log
(
An

Bn−1

)

=
1

AnBn−1

(
Bn−1A

′
n −AnB

′
n−1
)

=
1

AnBn−1

[−Bn−1A
(n+1)
n+1,n +AnB

(n)
n,n−1

]
.

The first part of the theorem follows from (6.5.3).

y2n = D log
(
Bn

An

)

=
1

AnBn

(
AnB

′
n −BnA

′
n

)
=

1
AnBn

[−AnB
(n+1)
n+1,n +BnA

(n+1)
n+1,n

]
.

The second part of the theorem follows from (6.5.2). �

6.5.2 The Second-Order Toda Equations
Theorem 6.3. The equation

DxDy(log un) =
un+1un−1

u2
n

, Dx =
∂

∂x
, etc.

is satisfied by the two-way Wronskian

un = An =
∣∣Di−1

x Dj−1
y (f)

∣∣
n
,

where the function f = f(x, y) is arbitrary.

Proof. The equation can be expressed in the form∣∣∣∣DxDy(An) Dx(An)
Dy(An) An

∣∣∣∣ = An+1An−1. (6.5.6)
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The derivative of An with respect to x, as obtained by differentiating the
rows, consists of the sum of n determinants, only one of which is nonzero.
That determinant is a cofactor of An+1:

Dx(An) = −A(n+1)
n,n+1.

Differentiating the columns with respect to y and then the rows with respect
to x,

Dy(An) = −A(n+1)
n+1,n,

DxDy(An) = A(n+1)
nn . (6.5.7)

Denote the determinant in (6.5.6) by E. Then, applying the Jacobi identity
(Section 3.6) to An+1,

E =

∣∣∣∣∣ A
(n+1)
nn −A(n+1)

n,n+1

−A(n+1)
n+1,n A

(n+1)
n+1,n+1

∣∣∣∣∣
= An+1A

(n+1)
n,n+1;n,n+1

which simplifies to the right side of (6.5.6).
It follows as a corollary that the equation

D2(log un) =
un+1un−1

u2
n

, D =
d

dx
,

is satisfied by the Hankel–Wronskian

un = An = |Di+j−2(f)|n,
where the function f = f(x) is arbitrary. �

Theorem 6.4. The equation

1
ρ
Dρ

[
ρDρ(log un)

]
=
un+1un−1

u2
n

, Dρ =
d

dρ
,

is satisfied by the function

un = An = e−n(n−1)xBn, (6.5.8)

where

Bn =
∣∣(ρDρ)i+j−2f(ρ)

∣∣
n
, f(ρ) arbitrary.

Proof. Put ρ = ex. Then, ρDρ = Dx and the equation becomes

D2
x(logAn) =

ρ2An+1An−1

A2
n

. (6.5.9)

Applying (6.5.8) to transform this equation from An to Bn,

D2
x(logBn) = D2

x(logAn)

=
ρ2Bn+1Bn−1

B2
n

e−[(n+1)n+(n−1)(n−2)−2n(n−1)]x
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=
ρ2Bn+1Bn−1e

−2x

B2
n

=
Bn+1Bn−1

B2
n

.

This equation is identical in form to the equation in the corollary to
Theorem 6.3. Hence,

Bn =
∣∣Di+j−2

x g(x)
∣∣
n
, g(x) arbitrary,

which is equivalent to the stated result. �

Theorem 6.5. The equation

(D2
x +D2

y) log un =
un+1un−1

u2
n

is satisfied by the function

un = An =
∣∣Di−1

z Dj−1
z̄ (f)

∣∣
n
,

where z = 1
2 (x + iy), z̄ is the complex conjugate of z and the function

f = f(z, z̄) is arbitrary.

Proof.

D2
x(logAn) = 1

4

(
D2

z + 2DzDz̄ +D2
z̄

)
logAn,

D2
y(logAn) = − 1

4

(
D2

z − 2DzDz̄ +D2
z̄

)
logAn.

Hence, the equation is transformed into

DzDz̄(logAn) =
An+1An−1

A2
n

,

which is identical in form to the equation in Theorem 6.3. The present
theorem follows. �

6.5.3 The Milne-Thomson Equation
Theorem 6.6. The equation

y′
n(yn+1 − yn−1) = n+ 1

is satisfied by the function defined separately for odd and even values of n
as follows:

y2n−1 =
B

(n)
11

Bn
= B11

n ,

y2n =
An+1

A
(n+1)
11

=
1

A11
n+1

,
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where An and Bn are Hankelians defined as

An = |φm|n, 0 ≤ m ≤ 2n− 2,
Bn = |φm|n, 1 ≤ m ≤ 2n− 1,
φ′
m = (m+ 1)φm+1.

Proof.

B
(n)
1n = (−1)n+1A

(n)
11 ,

A
(n+1)
1,n+1 = (−1)nBn. (6.5.10)

It follows from Theorems 4.35 and 4.36 in Section 4.9.2 on derivatives of
Turanians that

D(An) = −(2n− 1)A(n+1)
n+1,n,

D(Bn) = −2nB(n+1)
n,n+1,

D(A(n)
11 ) = −(2n− 1)A(n+1)

1,n+1;1n,

D(B(n)
11 ) = −2nB(n+1)

1,n+1;1,n. (6.5.11)

The algebraic identity in Theorem 4.29 in Section 4.8.5 on Turanians is
satisfied by both An and Bn.

B2
ny

′
2n−1 = BnD(B(n)

11 ) −B(n)
11 D(Bn)

= 2n
[
B

(n)
11 B

(n+1)
n,n+1 −BnB

(n+1)
1,n+1;1n

]
= 2nB(n)

1n B
(n+1)
1,n+1

= −2nA(n)
11 A

(n+1)
11 .

Applying the Jacobi identity,

A
(n)
11 A

(n+1)
11 (y2n − y2n−2) = An+1A

(n)
11 −AnA

(n+1)
11

= An+1A
(n+1)
1,n+1;1,n+1 −An+1

n+1,n+1A
(n+1)
11

= −[A(n+1)
1,n+1

]2
= −B2

n.

Hence,

y′
2n−1(y2n − y2n−2) = 2n,

which proves the theorem when n is odd.[
A

(n+1)
1,n+1

]2
y′
2n = A(n+1)

11 D(An+1) −An+1D(A(n+1)
11 )

= (2n+ 1)
[
An+1A

(n+2)
1,n+2;1,n+1 −A(n+1)

11 A
(n+2)
n+2,n+1

]
= −(2n+ 1)A(n+1)

1,n+1A
(n+2)
1,n+2.
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Hence, referring to the first equation in (4.5.10),[
B

(n+1)
1,n+1

]2
y′
2n = (2n+ 1)BnBn+1,

BnBn+1(y2n−1 − y2n+1) = BnB
(n+1)
11 −Bn+1B

(n)
11

= B(n+1)
n+1,n+1B

(n+1)
11 −Bn+1B

(n+1)
1,n+1;1,n+1

=
[
B

(n+1)
1,n+1

]2
.

Hence,

y′
2n(y2n−1 − y2n+1) = 2n+ 1,

which proves the theorem when n is even. �

6.6 The Matsukidaira–Satsuma Equations

6.6.1 A System With One Continuous and One Discrete
Variable

Let A(n)(r) denote the Turanian–Wronskian of order n defined as follows:

A(n)(r) =
∣∣fr+i+j−2

∣∣
n
, (6.6.1)

where fs = fs(x) and f ′
s = fs+1. Then,

A
(n)
11 (r) = A(n−1)(r + 2),

A
(n)
1n (r) = A(n−1)(r + 1).

Let

τr = A(n)(r). (6.6.2)

Theorem 6.7.∣∣∣∣ τr+1 τr
τr τr−1

∣∣∣∣
∣∣∣∣ τ ′′

r τ ′
r

τ ′
r τr

∣∣∣∣ =
∣∣∣∣ τ ′

r+1 τr+1
τ ′
r τr

∣∣∣∣
∣∣∣∣ τ ′

r τr
τ ′
r−1 τr−1

∣∣∣∣
for all values of n and all differentiable functions fs(x).

Proof. Each of the functions

τr±1, τr+2, τ
′
r, τ

′′
r , τ

′
r±1

can be expressed as a cofactor of A(n+1) with various parameters:

τr = A(n+1)
n+1,n+1(r),

τr+1 = (−1)nA(n+1)
1,n+1(r)

= (−1)nA(n+1)
n+1,1(r)

τr+2 = A(n+1)
11 (r).
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Hence applying the Jacobi identity (Section 3.6),∣∣∣∣ τr+2 τr+1
τr+1 τr

∣∣∣∣ =
∣∣∣∣∣ A

(n+1)
11 (r) (−1)nA(n+1)

1,n+1(r)

(−1)nA(n+1)
n+1,1(r) A

(n+1)
n+1,n+1(r)

∣∣∣∣∣
= A(n+1)(r)A(n−1)(r + 2).

Replacing r by r − 1,∣∣∣∣ τr+1 τr
τr τr−1

∣∣∣∣ = A(n+1)(r − 1)A(n−1)(r + 1) (6.6.3)

τ ′
r = −A(n+1)

n,n+1(r)

= −A(n+1)
n+1,n(r)

τ ′′
r = A(n+1)

nn (r).

Hence, ∣∣∣∣ τ ′′
r τ ′

r

τ ′
r τr

∣∣∣∣ =
∣∣∣∣∣A

(n+1)
nn (r) A

(n+1)
n,n+1(r)

A
(n+1)
n+1,n(r) A

(n+1)
n+1,n+1(r)

∣∣∣∣∣
= A(n+1)(r)A(n+1)

n,n+1;n,n+1(r)

= A(n+1)(r)A(n−1)(r). (6.6.4)

Similarly,

τr+1 = −A(n+1)
1,n+1(r)

= −A(n+1)
n+1,1(r),

τ ′
r+1 = (−1)n+1A

(n+1)
1n (r),∣∣∣∣ τ ′

r+1 τr+1
τ ′
r τr

∣∣∣∣ = A(n+1)(r)A(n−1)(r + 1). (6.6.5)

Replacing r by r − 1,∣∣∣∣ τ ′
r τr

τ ′
r−1 τr−1

∣∣∣∣ = A(n+1)(r − 1)A(n−1)(r). (6.6.6)

Theorem 6.7 follows from (6.6.3)–(6.6.6). �

Theorem 6.8. ∣∣∣∣∣∣
τr τr+1 τ ′

r+1
τr−1 τr τ ′

r

τ ′
r−1 τ ′

r τ ′′
r

∣∣∣∣∣∣ = 0.

Proof. Denote the determinant by F . Then, Theorem 6.7 can be
expressed in the form

F33 F11 = F31 F13.
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Applying the Jacobi identity,

F F13,13 =
∣∣∣∣F11 F13
F31 F33

∣∣∣∣
= 0.

But F13,13 �= 0. The theorem follows. �

Theorem 6.9. The Matsukidaira–Satsuma equations with one continuous
independent variable, one discrete independent variable, and two dependent
variables, namely

a. q′r = qr(ur+1 − ur),
b.

u′
r

ur − ur−1
=

q′r
qr − qr−1

,

where qr and ur are functions of x, are satisfied by the functions

qr =
τr+1

τr
,

ur =
τ ′
r

τr

for all values of n and all differentiable functions fs(x).

Proof.

q′r = −F31

τ2
r

,

qr − qr−1 = − F33

τr−1τr
,

u′
r =

F11

τ2
r

,

ur − ur−1 =
F13

τr−1τr
,

ur+1 − ur = − F31

τrτr+1
.

Hence,

q′r
ur+1 − ur =

τr+1

τr
= qr,

which proves (a) and

u′
r(qr − qr−1)
q′r(ur − ur−1)

=
F11 F33

F31 F13

= 1,

which proves (b). �
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6.6.2 A System With Two Continuous and Two Discrete
Variables

Let A(n)(r, s) denote the two-way Wronskian of order n defined as follows:

A(n)(r, s) =
∣∣fr+i−1,s+j−1

∣∣
n
, (6.6.7)

where frs = frs(x, y), (frs)x = fr,s+1, and (frs)y = fr+1,s.
Let

τrs = A(n)(r, s). (6.6.8)

Theorem 6.10.∣∣∣∣ τr+1,s τr+1,s−1
τrs τr,s−1

∣∣∣∣
∣∣∣∣ (τrs)xy (τrs)y
(τrs)x τrs

∣∣∣∣
=
∣∣∣∣ (τrs)y (τr,s−1)y
τrs τr,s−1

∣∣∣∣
∣∣∣∣ (τr+1,s)x τr+1,s

(τrs)x τrs

∣∣∣∣
for all values of n and all differentiable functions frs(x, y).

Proof.

τrs = A
(n+1)
n+1,n+1(r, s),

τr+1,s = −A(n+1)
1,n+1(r, s),

τr,s+1 = −A(n+1)
n+1,1(r, s),

τr+1,s+1 = A(n+1)
11 (r, s).

Hence, applying the Jacobi identity,∣∣∣∣ τr+1,s+1 τr+1,s+1
τr,s+1 τrs

∣∣∣∣ = A(n+1)(r, s)A(n+1)
1,n+1;1,n+1(r, s)

= A(n+1)(r, s)A(n−1)(r + 1, s+ 1).

Replacing s by s− 1,∣∣∣∣ τr+1,s τr+1,s−1
τrs τr,s−1

∣∣∣∣ = A(n+1)(r, s− 1)A(n−1)(r + 1, s), (6.6.9)

(τrs)x = −A(n+1)
n+1,n(r, s),

(τrs)y = −A(n+1)
n,n+1(r, s),

(τrs)xy = A(n+1)
nn (r, s).

Hence, applying the Jacobi identity,∣∣∣∣ (τrs)xy (τrs)y
(τrs)x τrs

∣∣∣∣ = A(n+1)(r, s)A(n+1)
n,n+1;n,n+1(r, s)

= A(n+1)(r, s)A(n−1)(r, s) (6.6.10)

(τr,s+1)y = −A(n+1)
n1 (r, s).
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Hence, ∣∣∣∣ (τr,s+1)y (τrs)y
τr,s+1 τrs

∣∣∣∣ = A(n+1)(r, s)A(n+1)
n,n+1;1,n+1(r, s)

= A(n+1)(r, s)A(n)
n1 (r, s)

= A(n+1)(r, s)A(n−1)(r, s+ 1).

Replacing s by s− 1,∣∣∣∣ (τrs)y (τr,s−1)y
τrs τr,s−1

∣∣∣∣ = A(n+1)(r, s− 1)A(n−1)(r, s), (6.6.11)

(τr+1,s)x = A(n+1)
1n (r, s).

Hence, ∣∣∣∣ (τr+1,s)x τr+1,s
(τrs)x τrs

∣∣∣∣ = A(n+1)(r, s)A(n+1)
1,n+1;n,n+1(r, s)

= A(n+1)(r, s)A(n−1)(r + 1, s). (6.6.12)

Theorem 6.10 follows from (6.6.9)–(6.6.12). �

Theorem 6.11. ∣∣∣∣∣∣
τr+1,s−1 τr,s−1 (τr,s−1)y
τr+1,s τrs (τrs)y

(τr+1,s)x (τrs)x (τrs)xy

∣∣∣∣∣∣ = 0.

Proof. Denote the determinant by G. Then, Theorem 6.10 can be
expressed in the form

G33 G11 = G31 G13. (6.6.13)

Applying the Jacobi identity,

G G13,13 =
∣∣∣∣G11 G13
G31 G33

∣∣∣∣
= 0.

But G13,13 �= 0. The theorem follows. �

Theorem 6.12. The Matsukidaira–Satsuma equations with two contin-
uous independent variables, two discrete independent variables, and three
dependent variables, namely

a. (qrs)y = qrs(ur+1,s − urs),
b.

(urs)x
urs − ur,s−1

=
(vr+1,s − vrs)qrs
qrs − qr,s−1

,

where qrs, urs, and vrs are functions of x and y, are satisfied by the
functions

qrs =
τr+1,s

τrs
,
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urs =
(τrs)y
τrs

,

vrs =
(τrs)x
τrs

,

for all values of n and all differentiable functions frs(x, y).

Proof.

(qrs)y =
1
τ2
rs

∣∣∣∣ (τr+1,s)y (τrs)y
τr+1,s τrs

∣∣∣∣
=
τr+1,s

τrs

[
(τr+1,s)y
τr+1,s

− (τrs)y
τrs

]
= qrs(ur+1,s − urs),

which proves (a).

(urs)x =
G11

τ2
rs

,

vr+1,s − vrs = − G13

τr+1,sτrs
,

urs − ur,s−1 =
G31

τrsτr,s−1
,

qrs − qr,s−1 = − G33

τrsτr,s−1
.

Hence, referring to (6.2.13),

(qrs − qr,s−1)(urs)x
qrs(urs − ur,s−1)(vr+1,s − vrs) =

G11 G33

G31 G13

= 1,

which proves (b). �

6.7 The Korteweg–de Vries Equation

6.7.1 Introduction
The KdV equation is

ut + 6uux + uxxx = 0. (6.7.1)

The substitution u = 2vx transforms it into

vt + 6v2x + vxxx = 0. (6.7.2)

Theorem 6.13. The KdV equation in the form (6.7.2) is satisfied by the
function

v = Dx(logA),
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where

A = |ars|n,
ars = δrser +

2
br + bs

= asr,

er = exp(−brx+ b3rt+ εr).
The εr are arbitrary constants and the br are constants such that the br +
bs �= 0 but are otherwise arbitrary.

Two independent proofs of this theorem are given in Sections 6.7.2 and
6.7.3. The method of Section 6.7.2 applies nonlinear differential recurrence
relations in a function of the cofactors of A. The method of Section 6.7.3
involves partial derivatives with respect to the exponential functions which
appear in the elements of A.
It is shown in Section 6.7.4 that A is a simple multiple of a Wronskian and

Section 6.7.5 consists of an independent proof of the Wronskian solution.

6.7.2 The First Form of Solution
First Proof of Theorem 6.1.3. The proof begins by extracting a wealth
of information about the cofactors of A by applying the double-sum rela-
tions (A)–(D) in Section 3.4 in different ways. Apply (A) and (B) with
f ′ interpreted first as fx and then as ft. Apply (C) and (D) first with
fr = gr = br, then with fr = gr = b3r. Later, apply (D) with fr = −gr = b2r.

Appling (A) and (B),

v = Dx(logA) = −
∑
r

∑
s

δrsbrerA
rs

= −
∑
r

brerA
rr, (6.7.3)

Dx(Aij) =
∑
r

brerA
irArj . (6.7.4)

Applying (C) and (D) with fr = gr = br,∑
r

∑
s

[
δrs(br + bs)er + 2

]
Ars = 2

∑
r

br,

which simplifies to∑
r

brerA
rr +

∑
r

∑
s

Ars =
∑
r

br, (6.7.5)

∑
r

brerA
irArj +

∑
r

∑
s

AisArj = 1
2 (bi + bj)A

ij . (6.7.6)
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Eliminating the sum common to (6.7.3) and (6.7.5) and the sum common
to (6.7.4) and (6.7.6),

v = Dx(logA) =
∑
r

∑
s

Ars −
∑
r

br, (6.7.7)

Dx(Aij) = 1
2 (bi + bj)A

ij −
∑
r

∑
s

AisArj . (6.7.8)

Returning to (A) and (B),

Dt(logA) =
∑
r

b3rerA
rr, (6.7.9)

Dt(Aij) = −
∑
r

b3rerA
irArj . (6.7.10)

Now return to (C) and (D) with fr = gr = b3r.∑
r

b3rerA
rr +

∑
r

∑
s

(b2r − brbs + b2s)Ars =
∑
r

b3r, (6.7.11)

∑
r

b3rerA
irArj +

∑
r

∑
s

(b2r − brbs + b2s)AisArj

= 1
2 (b

3
i + b

3
j )A

ij . (6.7.12)

Eliminating the sum common to (6.7.9) and (6.7.11) and the sum common
to (6.7.10) and (6.7.12),

Dt(logA) =
∑
r

b3r −
∑
r

∑
s

(b2r − brbs + b2s)Ars, (6.7.13)

Dt(Aij) =
∑
r

∑
s

(b2r − brbs + b2s)AisArj − 1
2 (b

3
i + b

3
j )A

ij .(6.7.14)

The derivatives vx and vt can be evaluated in a convenient form with the
aid of two functions ψis and φij which are defined as follows:

ψis =
∑
r

birA
rs, (6.7.15)

φij =
∑
s

bjsψis,

=
∑
r

∑
s

birb
j
sA

rs

= φji. (6.7.16)

They are definitions of ψis and φij . �
Lemma. The function φij satisfies the three nonlinear recurrence rela-
tions:

a. φi0φj1 − φj0φi1 = 1
2 (φi+2,j − φi,j+2),

b. Dx(φij) = 1
2 (φi+1,j + φi,j+1) − φi0φj0,
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c. Dt(φij) = φi0φj2 − φi1φj1 + φi2φj0 − 1
2 (φi+3,j + φi,j+3).

Proof. Put fr = −gr = b2r in identity (D).

(b2i − b2j )Aij =
∑
r

∑
s

[
δrs(b2r − b2s)er + 2(br − bs)

]
AisArj

= 0 + 2
∑
r

∑
s

(br − bs)AisArj

= 2
∑
s

Ais
∑
r

brA
rj − 2

∑
r

Arj
∑
s

bsA
is

= 2(ψ0iψ1j − ψ0jψ1i).

It follows that if

Fij = 2ψ0iψ1j − b2iAij ,

then

Fji = Fij .

Furthermore, if Gij is any function with the property

Gji = −Gij ,

then ∑
i

∑
j

GijFij = 0. (6.7.17)

The proof is trivial and is obtained by interchanging the dummy suffixes.
The proof of (a) can now be obtained by expanding the quadruple series

S =
∑

p,q,r,s

(bipb
j
r − bjpbir)bsApqArs

in two different ways and equating the results.

S =
∑
p,q

bipA
pq
∑
r,s

bjrbsA
rs −

∑
p,q

bjpA
pq
∑
r,s

birbsA
rs

= φi0φj1 − φj0φi1,
which is identical to the left side of (a). Also, referring to (6.7.17) with
i, j → p, r,

S =
∑
p,r

(bipb
j
r − bjpbir)

∑
q

Apq
∑
s

bsA
rs

=
∑
p,r

(bipb
j
r − bjpbir)ψ0pψ1r

=
1
2

∑
p,r

(bipb
j
r − bjpbir)(Fpr + b2pApr)
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= 0 +
1
2

∑
p,r

(bi+2
p bjr − bj+2

p bir)A
pr

=
1
2
(φi+2,j − φi,j+2),

which is identical with the right side of (a). This completes the proof of
(a).
Referring to (6.7.8) with r, s → p, q and i, j → r, s,

Dx(φij) =
∑
r

∑
s

birb
j
sDx(Ars)

=
∑
r

∑
s

birb
j
s

[
1
2 (br + bs)A

rs −
∑
p

∑
q

ArqAps

]

=
1
2

∑
r

∑
s

birb
j
s(br + bs)A

rs −
∑
q,r

birA
rq
∑
p,s

bjsA
ps

=
1
2
(φi+1,j + φi,j+1) − φi0φj0,

which proves (b). Part (c) is proved in a similar manner. �

Particular cases of (a)–(c) are

φ00φ11 − φ2
10 = 1

2 (φ21 − φ03), (6.7.18)

Dx(φ00) = φ10 − φ2
00,

Dt(φ00) = 2φ00φ20 − φ2
10 − φ30. (6.7.19)

The preparations for finding the derivatives of v are now complete. The
formula for v given by (6.7.7) can be written

v = φ00 − constant.

Differentiating with the aid of parts (b) and (c) of the lemma,

vx = φ10 − φ2
00,

vxx = 1
2 (φ20 + φ11 − 6φ00φ10 + 4φ3

00),

vxxx = 1
4 (φ30 + 3φ21 − 8φ00φ20 − 14φ2

10,

+48φ2
00φ10 − 6φ00φ11 − 24φ4

00)
vt = 2φ00φ20 − φ2

10 − φ30. (6.7.20)

Hence, referring to (6.7.18),

4(vt + 6v2x + vxxx) = 3
[
(φ21 − φ30) − 2(φ00φ11 − φ2

10)
]

= 0,

which completes the verification of the first form of solution of the KdV
equation by means of recurrence relations.
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6.7.3 The First Form of Solution, Second Proof
Second Proof of Theorem 6.13. It can be seen from the definition of
A that the variables x and t occur only in the exponential functions er,
1 ≤ r ≤ n. It is therefore possible to express the derivatives Ax, vx, At,
and vt in terms of partial derivatives of A and v with respect to the er.
The basic formulas are as follows.
If

y = y(e1, e2, . . . , en),

then

yx =
∑
r

∂y

∂er

∂er
∂x

= −
∑
r

brer
∂y

∂er
, (6.7.21)

yxx = −
∑
s

bses
∂yx
∂es

=
∑
s

bses
∑
r

br
∂

∂es

(
er
∂y

∂er

)

=
∑
r,s

brbses

[
δrs

∂y

∂er
+ er

∂2y

∂er∂es

]

=
∑
r

b2rer
∂y

∂er
+
∑
r,s

brbseres
∂2y

∂er∂es
. (6.7.22)

Further derivatives of this nature are not required. The double-sum rela-
tions (A)–(D) in Section 3.4 are applied again but this time f ′ is interpreted
as a partial derivative with respect to an er.
The basic partial derivatives are as follows:

∂er
∂es

= δrs, (6.7.23)

∂ars
∂em

= δrs
∂er
∂em

= δrsδrm. (6.7.24)

Hence, applying (A) and (B),

∂

∂em
(logA) =

∑
r,s

∂ars
∂em

Ars

=
∑
r,s

δrsδrmA
rs

= Amm (6.7.25)
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∂

∂em
(Aij) = −AimAmj . (6.7.26)

Let

ψp =
∑
s

Asp. (6.7.27)

Then, (6.7.26) can be written∑
r

brerA
irArj = 1

2 (bi + bj)A
ij − ψiψj . (6.7.28)

From (6.7.27) and (6.7.26),

∂ψp
∂eq

= −Apq
∑
s

Asq

= −ψqApq. (6.7.29)

Let

θp = ψ2
p. (6.7.30)

Then,

∂θp
∂eq

= −2ψpψqApq (6.7.31)

=
∂θq
∂ep

, (6.7.32)

∂2θr
∂ep∂eq

= −2
∂

∂ep
(ψqψrAqr)

= 2(ψpψqAprAqr + ψqψrAqpArp + ψrψpArqApq),

which is invariant under a permutation of p, q, and r. Hence, if Gpqr is any
function with the same property,∑

p,q,r

Gpqr
∂2θr
∂ep∂eq

= 6
∑
p,q,r

GpqrψpψqA
prAqr. (6.7.33)

The above relations facilitate the evaluation of the derivatives of v which,
from (6.7.7) and (6.7.27) can be written

v =
∑
m

(ψm − bm).

Referring to (6.7.29),

∂v

∂er
= −ψr

∑
m

Amr

= −ψ2
r

= −θr. (6.7.34)
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Hence,

vx = −
∑
r

brer
∂v

∂er

=
∑
r

brerθr. (6.7.35)

Similarly,

vt = −
∑
r

b3rerθr. (6.7.36)

From (6.7.35) and (6.7.23),

∂vx
∂eq

=
∑
r

br

(
δqrθr + er

∂θr
∂eq

)

= bqθq +
∑
r

brer
∂θr
∂eq

. (6.7.37)

Referring to (6.7.32),

∂2vx
∂ep∂eq

= bq
∂θq
∂ep

+
∑
r

br

(
δpr
∂θr
∂eq

+ er
∂2θr
∂ep∂eq

)

= (bp + bq)
∂θp
∂eq

+
∑
r

brer
∂2θr
∂ep∂eq

. (6.7.38)

To obtain a formula for vxxx, put y = vx in (6.7.22), apply (6.7.37) with
q → p and r → q, and then apply (6.7.38):

vxxx =
∑
p

b2pep
∂vx
∂ep

+
∑
p,q

bpbqepeq
∂2vx
∂ep∂eq

=
∑
p

b2pep

[
bpθp +

∑
q

bqeq
∂θq
∂ep

]

+
∑
p,q

bpbqepeq

[
(bp + bq)

∂θp
∂eq

+
∑
r

brer
∂2θr
∂ep∂eq

]

= Q+R+ S + T (6.7.39)

where, from (6.7.36), (6.7.32), and (6.7.31),

Q =
∑
p

b3pepθp

= −vt
R =

∑
p,q

b2pbqepeq
∂θp
∂eq
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= −2
∑
p,q

b2pbqepeqψpψqA
pq,

S = 2R. (6.7.40)

Referring to (6.7.33), (6.7.28), and (6.7.35),

T =
∑
p,q,r

bpbqbrepeqer
∂2θr
∂ep∂eq

= 6
∑
p,q

bpbqepeqψpψq
∑
r

brerA
prAqr

= 6
∑
p,q

bpbqepeqψpψq
[ 1
2 (bp + bq)A

pq − ψpψq
]

= 6
∑
p,q

b2pbqepeqψpψqA
pq − 6

∑
p

bpepθp
∑
q

bqeqθq

= −(3R+ 6v2x).

Hence,

vxxx = −vt +R+ 2R− (3R+ 6v2x)
= −(vt + 6v2x),

which completes the verification of the first form of solution of the KdV
equation by means of partial derivatives with respect to the exponential
functions.

6.7.4 The Wronskian Solution
Theorem 6.14. The determinant A in Theorem 6.7.1 can be expressed
in the form

A = kn(e1 e2 · · · en)1/2W,
where kn is independent of x and t, and W is the Wronskian defined as
follows:

W =
∣∣Dj−1

x (φi)
∣∣
n
, (6.7.41)

where

φi = λie
1/2
i + µie

−1/2
i , (6.7.42)

ei = exp(−bix+ b3i t+ εi), (6.7.43)

λi =
1
2

n∏
p=1

(bp + bi),

µi =
n∏

p=1
p �=i

(bp − bi). (6.7.44)
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Proof.

Dj
x(φi) =

( 1
2bi
)j
e
−1/2
i [(−1)jλiei + µi]

so that every element in row i of W contains the factor e−1/2
i . Removing

all these factors from the determinant,

(e1 e2 . . . en)1/2W

=

∣∣∣∣∣∣∣
λ1e1 + µ1

1
2b1(−λ1e1 + µ1) ( 1

2b1)
2(λ1e1 + µ1) · · ·

λ2e2 + µ2
1
2b2(−λ2e2 + µ2) ( 1

2b2)
2(λ2e2 + µ2) · · ·

λ3e3 + µ3
1
2b3(−λ3e3 + µ3) ( 1

2b3)
2(λ3e3 + µ3) · · ·

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣
n

(6.7.45)

Now remove the fractions from the elements of the determinant by mul-
tiplying column j by 2j−1, 1 ≤ j ≤ n, and compensate for the change in
the value of the determinant by multiplying the left side by

21+2+3···+(n−1) = 2n(n−1)/2.

The result is

2n(n−1)/2(e1 e2 · · · en)1/2W = |αijei + βij |n, (6.7.46)

where

αij = (−bi)j−1λi,

βij = b
j−1
i µi. (6.7.47)

The determinants |αij |n, |βij |n are both Vandermondians. Denote them by
Un and Vn, respectively, and use the notation of Section 4.1.2:

Un = |αij |n = (λ1 λ2 · · ·λn)
∣∣(−bi)j−1

∣∣
n
,

= (λ1 λ2 · · ·λn)[Xn]xi=−bi , (6.7.48)
Vn = |βij |n.

The determinant on the right-hand side of (6.7.46) is identical in form
with the determinant |aijxi + bij |n which appears in Section 3.5.3. Hence,
applying the theorem given there with appropriate changes in the symbols,

|αijei + βij |n = Un|Eij |n,
where

Eij = δijei +
K

(n)
ij

Un
(6.7.49)

and where K(n)
ij is the hybrid determinant obtained by replacing row i

of Un by row j of Vn. Removing common factors from the rows of the
determinant,

K
(n)
ij = (λ1 λ2 · · ·λn)µj

λi

[
H

(n)
ij

]
yi=−xi=bi

.
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Hence, from (6.7.48),

K
(n)
ij

Un
=
µj
λi

[
H

(n)
ij

Xn

]
yi=−xi=bi

=
µj
λi

n∏
p=1

(bp + bj)

(bi + bj)
n∏

p=1
p �=i

(bp − bj)

=
2λjµj

(bi + bj)λiµi
. (6.7.50)

Hence,

|Eij |n =
∣∣∣∣δijei + 2λjµj

(bi + bj)λiµi

∣∣∣∣
n

. (6.7.51)

Multiply row i of this determinant by λiµi, 1 ≤ i ≤ n, and divide column
j by λjµj , 1 ≤ j ≤ n. These operations do not affect the diagonal elements
or the value of the determinant but now

|Eij |n =
∣∣∣∣δijei + 2

bi + bj

∣∣∣∣
n

= A. (6.7.52)

It follows from (6.7.46) and (6.7.49) that

2n(n−1)/2(e1 e2 · · · en)1/2W = UnA, (6.7.53)

which completes the proof of the theorem since Un is independent of x and
t. �

It follows that

logA = constant +
1
2

∑
i

(−bix+ b3i t) + logW. (6.7.54)

Hence,

u = 2D2
x(logA) = 2D2

x(logW ) (6.7.55)

so that solutions containing A and W have equally valid claims to be
determinantal solutions of the KdV equation.

6.7.5 Direct Verification of the Wronskian Solution
The substitution

u = 2D2
x(logw)
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into the KdV equation yields

ut + 6uux + uxxx = 2Dx

(
F

w2

)
, (6.7.56)

where

F = wwxt − wxwt + 3w2
xx − 4wxwxxx + wwxxxx.

Hence, the KdV equation will be satisfied if

F = 0. (6.7.57)

Theorem 6.15. The KdV equation in the form (6.7.56) and (6.7.57) is
satisfied by the Wronskian w defined as follows:

w =
∣∣Dj−1

x (ψi)
∣∣
n
,

where

ψi = exp
( 1

4b
2
i z
)
φi,

φi = pie
1/2
i + qie

−1/2
i ,

ei = exp(−bix+ b3i t).
z is independent of x and t but is otherwise arbitrary. bi, pi, and qi are
constants.

When z = 0, pi = λi, and qi = µi, then ψi = φi and w =W so that this
theorem differs little from Theorem 6.14 but the proof of Theorem 6.15
which follows is direct and independent of the proofs of Theorems 6.13 and
6.14. It uses the column vector notation and applies the Jacobi identity.

Proof. Since

(Dt + 4D3
x)φi = 0,

it follows that

(Dt + 4D3
x)ψi = 0. (6.7.58)

Also

(Dz −D2
x)ψi = 0. (6.7.59)

Since each row of w contains the factor exp
( 1

4b
2
i z
)
,

w = eBzW,

where

W =
∣∣Dj−1

x (φi)
∣∣
n

and is independent of z and

B = 1
4

∑
i

b2i .



6.7 The Korteweg–de Vries Equation 275

Hence, wwzz − w2
z = 0,

F = wwxt − wxwt + 3w2
xx − 4wxwxxx + wwxxxx + 3(wwzz − w2

z)
= w

[
(wt + 4wxxx)x − 3(wxxxx − wzz)

]
−wx(wt + 4wxxx) + 3(w2

xx − w2
z). (6.7.60)

The evaluation of the derivatives of a Wronskian is facilitated by expressing
it in column vector notation.
Let

W =
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn−2 Cn−1

∣∣
n
, (6.7.61)

where

Cj =
[
Dj

x(ψ1) Dj
x(ψ2) · · ·Dj

x(ψn)
]T
.

The significance of the row of dots above the (n− 3) columns C0 to Cn−4
will emerge shortly. It follows from (6.7.58) and (6.7.59) that

Dx(Cj) = Cj+1,

Dz(Cj) = D2
x(Cj) = Cj+2,

Dt(Cj) = −4D3
x(Cj) = −4Cj+3. (6.7.62)

Hence, differentiating (6.7.61) and discarding determinants with two
identical columns,

wx =
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn−2 Cn

∣∣
n
,

wxx =
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn−1 Cn

∣∣
n

+
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn−2 Cn+1

∣∣
n
,

wz =
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn Cn−1

∣∣
n

+
∣∣..............................C0 C1 · · ·Cn−4 Cn−3 Cn−2 Cn+1

∣∣
n
,

etc. The significance of the row of dots above columns C0 to Cn−4 is
beginning to emerge. These columns are common to all the determinants
which arise in all the derivatives which appear in the second line of (6.7.60).
They can therefore be omitted without causing confusion.
Let

Vpqr =
∣∣..............................C0 C1 · · ·Cn−4 Cp Cq Cr

∣∣
n
. (6.7.63)

Then, Vpqr = 0 if p, q, and r are not distinct and Vqpr = −Vpqr, etc. In this
notation,

w = Vn−3,n−2,n−1,

wx = Vn−3,n−2,n,

wxx = Vn−3,n−1,n + Vn−3,n−2,n+1,

wxxx = Vn−2,n−1,n + 2Vn−3,n−1,n+1 + Vn−3,n−2,n+2,
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wxxxx = 2Vn−3,n,n+1 + 3Vn−3,n−1,n+2 + 3Vn−2,n−1,n+1 + Vn−3,n−2,n+3,

wz = −Vn−3,n−1,n + Vn−3,n−2,n+1,

wzz = 2Vn−3,n,n+1 − Vn−3,n−1,n+2 − Vn−2,n−1,n+1,

wt = −4(Vn−2,n−1,n − Vn−3,n−1,n+1 + Vn−3,n−2,n+2),
wxt = 4(Vn−3,n,n+1 − Vn−3,n−2,n+3). (6.7.64)

Each of the sections in the second line of (6.7.60) simplifies as follows:

wt + 4wxxx = 12Vn−3,n−1,n+1,

(wt + 4wxxx)x = 12(Vn−2,n−1,n+1 + Vn−3,n,n+1 + Vn−3,n−1,n+2),
wxxxx − wzz = 4(Vn−2,n−1,n+1 + Vn−3,n−1,n+2),

(wt + 4wxxx)x − 3(wxxxx − wzz) = 12Vn−3,n,n+1

w2
xx − w2

z = 4Vn−3,n−1,nVn−3,n−2,n+1. (6.7.65)

Hence,
1
12
F = Vn−3,n−2,n−1Vn−3,n,n+1 + Vn−3,n−2,nVn−3,n−1,n+1

+Vn−3,n−1,nVn−3,n−2,n+1. (6.7.66)

Let

Cn+1 =
[
α1 α2 . . . αn

]T
,

Cn+2 =
[
β1 β2 . . . βn

]T
,

where

αr = Dn
x (ψr)

βr = Dn+1
x (ψr).

Then

Vn−3,n−2,n−1 = An,

Vn−3,n−2,n =
∑
r

αrA
(n)
rn ,

Vn−3,n−1,n+1 = −
∑
s

βsA
(n)
r,n−1,

Vn−3,n−2,n+1 =
∑
s

βsA
(n)
sn ,

Vn−3,n−1,n = −
∑
r

αrA
(n)
r,n−1,

Vn−3,n,n+1 =
∑
r

∑
s

αrβsA
(n)
rs;n−1,n. (6.7.67)

Hence, applying the Jacobi identity,
1
12
F = An

∑
r

∑
s

αrβsA
(n)
rs;n−1,n +

∑
r

αrA
(n)
rn

∑
s

βsA
(n)
s,n−1
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−
∑
r

αrA
(n)
r,n−1

∑
s

βsA
(n)
sn

=
∑
r

∑
s

αrβs

[
AnA

(n)
rs;n−1,n −

∣∣∣∣∣A
(n)
r,n−1 A

(n)
rn

A
(n)
s,n−1 A

(n)
sn

∣∣∣∣∣
]

= 0,

which completes the proof of the theorem. �

Exercise. Prove that

logw = k + logW,

where k is independent of x and, hence, that w and W yield the same
solution of the KdV equation.

6.8 The Kadomtsev–Petviashvili Equation

6.8.1 The Non-Wronskian Solution
The KP equation is

(ut + 6uux + uxxx)x + 3uyy = 0. (6.8.1)

The substitution u = 2vx transforms it into

(vt + 6v2x + vxxx)x + 3vyy = 0. (6.8.2)

Theorem 6.16. The KP equation in the form (6.8.2) is satisfied by the
function

v = Dx(logA),

where

A = |ars|n,
ars = δrser +

1
br + cs

,

er = exp
[−(br + cr)x+ (b2r − c2r)y + 4(b3r + c

3
r)t+ εr

]
= exp

[−λrx+ λrµry + 4λr(b2r − brcr + c2r)t+ εr
]
,

λr = br + cr,
µr = br − cr.

The εr are arbitrary constants and the br and cs are constants such that
br + cs �= 0, 1 ≤ r, s ≤ n, but are otherwise arbitrary.
Proof. The proof consists of a sequence of relations similar to those
which appear in Section 6.7 on the KdV equation. Those identities which
arise from the double-sum relations (A)–(D) in Section 3.4 are as follows:
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Applying (A),

v = Dx(logA) = −
∑
r

λrerA
rr, (6.8.3)

Dy(logA) =
∑
r

λrµrerA
rr, (6.8.4)

Dt(logA) = 4
∑
r

λr(b2r − brcr + c2r)erArr. (6.8.5)

Applying (B),

Dx(Aij) =
∑
r

λrerA
irArj , (6.8.6)

Dy(Aij) = −
∑
r

λrµrerA
irArj , (6.8.7)

Dt(Aij) = −4
∑
r

λr(b2r − brcr + c2r)erAirArj . (6.8.8)

Applying (C) with

i. fr = br, gr = cr;
ii. fr = b2r, gr = −c2r;
iii. fr = b3r, gr = c3r;

in turn, ∑
r

λrerA
rr +

∑
r,s

Ars =
∑
r

λr, (6.8.9)

∑
r

λrµrerA
rr +

∑
r,s

(br − cs)Ars =
∑
r

λrµr, (6.8.10)

∑
r

λr(b2r − brcr + c2r)erArr +
∑
r,s

(b2r − brcs + c2s)Ars

=
∑
r

λr(b2r − brcr + c2r). (6.8.11)

Applying (D) with (i)–(iii) in turn,∑
r

λrerA
irArj +

∑
r,s

AisArj = (bi + cj)Aij , (6.8.12)

∑
r

λrµrerA
irArj +

∑
r,s

(br − cs)AisArj = (b2i − c2j )Aij , (6.8.13)

∑
r

λr(b2r − brcr + c2r)erAirArj +
∑
r,s

(b2r − brcs + c2s)AisArj

= (b3i + c
3
j )A

ij . (6.8.14)

Eliminating the sum common to (6.8.3) and (6.8.9), the sum common to
(6.8.4) and (6.8.10) and the sum common to (6.8.5) and (6.8.11), we find
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new formulae for the derivatives of logA:

v = Dx(logA) =
∑
r,s

Ars −
∑
r

λr, (6.8.15)

Dy(logA) = −
∑
r,s

(br − cs)Ars +
∑
r

λrµr, (6.8.16)

Dt(logA) = −4
∑
r,s

(b2r − brcs + c2s)Ars

+4
∑
r

λr(b2r − brcr + c2r). (6.8.17)

Equations (6.8.16) and (6.8.17) are not applied below but have been
included for their interest.
Eliminating the sum common to (6.8.6) and (6.8.12), the sum common

to (6.8.7) and (6.8.13), and the sum common to (6.8.8) and (6.8.14), we
find new formulas for the derivatives of Aij :

Dx(Aij) = (bi + cj)Aij −
∑
r,s

AisArj ,

Dy(Aij) = −(b2i − c2j )Aij +
∑
r,s

(br − cs)AisArj ,

Dt(Aij) = −4(b3i + c
3
j )A

ij + 4
∑
r,s

(b2r − brcs + c2s)AisArj . (6.8.18)

Define functions hij , Hij , and Hij as follows:

hij =
n∑

r=1

n∑
s=1

birc
j
sA

rs,

Hij = hij + hji = Hji,

Hij = hij − hji = −Hji. (6.8.19)

The derivatives of these functions are found by applying (6.8.18):

Dx(hij) =
∑
r,s

birc
j
s

[
(br + cs)Ars −

∑
p,q

ArqAps

]

=
∑
r,s

birc
j
s(br + cs)A

rs −
∑
r,q

birA
rq
∑
p,s

cjsA
ps

= hi+1,j + hi,j+1 − hi0h0j ,

which is a nonlinear differential recurrence relation. Similarly,

Dy(hij) = hi0h1j − hi1h0j − hi+2,j + hi,j+2,

Dt(hij) = 4(hi0h2j − hi1h1j + hi2h0j − hi+3,j − hi,j+3),
Dx(Hij) = Hi+1,j +Hi,j+1 − hi0h0j − h0ihj0,

Dy(Hij) = (hi0h1j + h0ihj1) − (hi1h0j + h1ihj0)
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−Hi+2,j +Hi,j+2. (6.8.20)

From (6.8.15),

v = h00 − constant.

The derivatives of v can now be found in terms of the hij and Hij with the
aid of (6.8.20):

vx = H10h
2
00,

vxx = H20 +H11 − 3h00H10 + 2h3
00,

vxxx = 12h2
00H10 − 3H2

10 − 4h00H20 − 3h00H11 + 3H21

+H30 − 2h10h01 − 6h4
00,

vy = h00H̄10 − H̄20

vyy = 2(h10h20 + h01h02) − (h10h02 + h01h20)
−h00(h2

10 − h10h01 + h2
01) + 2h2

00h11

−2h00H21 +H22 + h00H30 −H40,

vt = 4(h00H20 − h10h01 −H30). (6.8.21)

Hence,

vt + 6v2x + vxxx = 3(h2
10 + h

2
01 − h00H11 +H21 −H30). (6.8.22)

The theorem appears after differentiating once again with respect to x. �

6.8.2 The Wronskian Solution
The substitution

u = 2D2
x(logw)

into the KP equation yields

(ut + 6uux + uxxx)x + 3uyy = 2D2
x

(
G

w2

)
, (6.8.23)

where

G = wwxt − wxwt + 3w2
xx − 4wxwxxx + wwxxxx + 3(wwyy − w2

y).

Hence, the KP equation will be satisfied if

G = 0. (6.8.24)

The function G is identical in form with the function F in the first line
of (6.7.60) in the section on the KdV equation, but the symbol y in this
section and the symbol z in the KdV section have different origins. In this
section, y is one of the three independent variables x, y, and t in the KP
equation whereas x and t are the only independent variables in the KdV
section and z is introduced to facilitate the analysis.
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Theorem. The KP equation in the form (6.8.2) is satisfied by the
Wronskian w defined as follows:

w =
∣∣Dj−1

x (ψi)
∣∣
n
,

where

ψi = exp
( 1

4b
2
i y
)
φi,

φi = pie
1/2
i + qie

−1/2
i ,

ei = exp(−bix+ b3i t)
and bi, pi, and qi are arbitrary functions of i.

The proof is obtained by replacing z by y in the proof of the first line of
(6.7.60) with F = 0 in the KdV section. The reverse procedure is invalid. If
the KP equation is solved first, it is not possible to solve the KdV equation
by putting y = 0.

6.9 The Benjamin–Ono Equation

6.9.1 Introduction
The notation ω2 = −1 is used in this section, as i and j are indispensable
as row and column parameters.

Theorem. The Benjamin–Ono equation in the form

AxA
∗
x − 1

2

[
A∗(Axx + ωAt) +A(Axx + ωAt)∗

]
= 0, (6.9.1)

where A∗ is the complex conjugate of A, is satisfied for all values of n by
the determinant

A = |aij |n,
where

aij =
{ 2ci

ci−cj
, j �= i

1 + ωθi, j = i
(6.9.2)

θi = cix− c2i t− λi, (6.9.3)

and where the ci are distinct but otherwise arbitrary constants and the λi
are arbitrary constants.

The proof which follows is a modified version of the one given by
Matsuno. It begins with the definitions of three determinants B, P , and Q.
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6.9.2 Three Determinants
The determinant A and its cofactors are closely related to the Matsuno
determinant E and its cofactor (Section 5.4)

A = KnE,

2crArs = KnErs,

4crcsArs,rs = KnErs,rs,

where

Kn = 2n
n∏

r=1

cr. (6.9.4)

The proofs are elementary. It has been proved that
n∑

r=1

Err =
n∑

r=1

n∑
s=1

Ers,

n∑
r=1

n∑
s=1

Ers,rs = −2
n∑

r=1

n∑
s−1

†csErs.

It follows that
n∑

r=1

crArr =
n∑

r=1

n∑
s=1

crArs (6.9.5)

n∑
r=1

n∑
s=1

crcsArs,rs = −
n∑

r=1

n∑
s=1

†crcsArs. (6.9.6)

Define the determinant B as follows:

B = |bij |n,
where

bij =



aij − 1
ci+cj

ci−cj
, j �= i

ωθi, j = i (ω2 = −1).
(6.9.7)

It may be verified that, for all values of i and j,

bji = −bij , j �= i,
bij − 1 = −a∗

ji,

a∗
ij − 1 = −bji. (6.9.8)

When j �= i, a∗
ij = aij , etc.

Notes on bordered determinants are given in Section 3.7. Let P denote
the determinant of order (n+2) obtained by bordering A by two rows and
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two columns as follows:

P =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

c1 1
c2 1
· · · · · ·

[aij ]n · · · · · ·
· · · · · ·
cn 1

−c1 − c2 · · · − cn 0 0
−1 − 1 · · · − 1 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+2

(6.9.9)

and let Q denote the determinant of order (n + 2) obtained by bordering
B in a similar manner. Four of the cofactors of P are

Pn+1,n+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

1
1

· · ·
[aij ]n · · ·

· · ·
1

−1 − 1 · · · − 1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

, (6.9.10)

Pn+1,n+2 = −

∣∣∣∣∣∣∣∣∣∣∣∣∣

c1
c2
· · ·

[aij ]n · · ·
· · ·
cn

−1 − 1 · · · − 1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

=
∑
r

∑
s

crArs, (6.9.11)

Pn+2,n+1 = −

∣∣∣∣∣∣∣∣∣∣∣∣∣

1
1

· · ·
[aij ]n · · ·

· · ·
1

−c1 − c2 · · · − cn 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

, (6.9.12)

Pn+2,n+2 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

c1
c2
· · ·

[aij ]n · · ·
· · ·
cn

−c1 − c2 · · · − cn 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1
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=
∑
r

∑
s

crcsArs. (6.9.13)

The determinants A, B, P , and Q, their cofactors, and their complex
conjugates are related as follows:

B = Qn+1,n+2;n+1,n+2, (6.9.14)

A = B +Qn+1,n+1, (6.9.15)

A∗ = (−1)n(B −Qn+1,n+1), (6.9.16)

Pn+1,n+2 = Qn+1,n+2, (6.9.17)

P ∗
n+1,n+2 = (−1)n+1Qn+2,n+1, (6.9.18)

Pn+2,n+2 = Qn+2,n+2 +Q, (6.9.19)

P ∗
n+2,n+2 = (−1)n+1(Qn+2,n+2 −Q). (6.9.20)

The proof of (6.9.14) is obvious. Equation (6.9.15) can be proved as follows:

B +Qn+1,n+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

1
1

· · ·
[bij ]n · · ·

· · ·
1

−1 − 1 · · · − 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

. (6.9.21)

Note the element 1 in the bottom right-hand corner. The row operations

R′
i = Ri −Rn+1, 1 ≤ i ≤ n, (6.9.22)

yield

B +Qn+1,n+1 =

∣∣∣∣∣∣∣∣∣∣∣∣∣

0
0

· · ·
[bij + 1]n · · ·

· · ·
0

−1 − 1 · · · − 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1

. (6.9.23)

Equation (6.9.15) follows by applying (6.9.7) and expanding the determi-
nant by the single nonzero element in the last column. Equation (6.9.16) can
be proved in a similar manner. Express Qn+1,n+1 −B as a bordered deter-
minant similar to (6.9.21) but with the element 1 in the bottom right-hand
corner replaced by −1. The row operations

R′
i = Ri +Rn+1, 1 ≤ i ≤ n, (6.9.24)

leave a single nonzero element in the last column. The result appears after
applying the second line of (6.9.8).
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To prove (6.9.17), perform the row operations (6.9.24) on Pn+1,n+2
and apply (6.9.7). To prove (6.9.18), perform the same row operations on
P ∗
n+1,n+2, apply the third equation in (6.9.8), and transpose the result.
To prove (6.9.19), note that

Q+Qn+2,n+2 =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

c1 1
c2 1
· · · · · ·

[bij ]n · · · · · ·
· · · · · ·
cn 1

−c1 − c2 · · · − cn 0 0
−1 − 1 · · · − 1 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+2

. (6.9.25)

The row operations

R′
i = Ri −Rn+2, 1 ≤ i ≤ n,

leave a single nonzero element in the last column. The result appears after
applying the second equation in (6.9.7).
To prove (6.9.20), note that Q−Qn+2,n+2 can be expressed as a deter-

minant similar to (6.9.25) but with the element 1 in the bottom right-hand
corner replaced by −1. The row operations

R′
i = Ri +Rn+2, 1 ≤ i ≤ n,

leave a single nonzero element in the last column. The result appears after
applying the second equation of (6.9.8) and transposing the result.

6.9.3 Proof of the Main Theorem
Denote the left-hand side of (6.9.1) by F . Then, it is required to prove that
F = 0. Applying (6.9.3), (6.9.5), (6.9.11), and (6.9.17),

Ax =
∑
r

∂A

∂θr

∂θr
∂x

= ω
∑
r

crArr (6.9.26)

= ω
∑
r

∑
s

crArs

= ωPn+1,n+2

= ωQn+1,n+2. (6.9.27)

Taking the complex conjugate of (6.9.27) and referring to (6.9.18),

A∗
x = −ωP ∗

n+1,n+2

= (−1)nωQn+2,n+1.
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Hence, the first term of F is given by

AxA
∗
x = (−1)n+1Qn+1,n+2Qn+2,n+1. (6.9.28)

Differentiating (6.9.26) and referring to (6.9.6),

Axx = ω
∑
r

cr
∂Arr

∂x

= ω
∑
r

cr
∑
s

∂Ass

∂θs

∂θs
∂x

= −
∑
r

∑
s

crcsArs,rs

=
∑
r

∑
s

†crcsArs, (6.9.29)

At =
∑
r

∂A

∂θr

∂θr
∂t

= −ω
∑
r

c2rArr. (6.9.30)

Hence, applying (6.9.13) and (6.9.19),

Axx + ωAt =
∑
r

∑
s

†crcsArs +
∑
r

c2rArr

=
∑
r

∑
s

crcsArs

= Pn+2,n+2

= Qn+2,n+2 +Q. (6.9.31)

Hence, the second term of F is given by

A∗(Axx + ωAt) = (−1)n(B −Qn+1,n+1)(Qn+2,n+2 +Q). (6.9.32)

Taking the complex conjugate of (6.9.31) and applying (6.9.20) and
(6.9.15),

(Axx + ωAt)∗ = P ∗
n+2,n+2

= (−1)n+1(Qn+2,n+2 −Q). (6.9.33)

Hence, the third term of F is given by

A(Axx + ωAt)∗ = (−1)n+1(B +Qn+1,n+1)(Qn+2,n+2 −Q). (6.9.34)

Referring to (6.9.14),
1
2 (−1)n

[
A∗(Axx + ωAt) +A(Axx + ωAt)∗

]
= BQ−Qn+1,n+1Qn+2,n+2

= QQn+1,n+2;n+1,n+2 −Qn+1,n+1Qn+2,n+2.
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Hence, referring to (6.9.28) and applying the Jacobi identity,

(−1)nF =
∣∣∣∣Qn+1,n+1 Qn+1,n+2
Qn+2,n+1 Qn+2,n+2

∣∣∣∣−QQn+1,n+2;n+1,n+2

= 0,

which completes the proof of the theorem.

6.10 The Einstein and Ernst Equations

6.10.1 Introduction
This section is devoted to the solution of the scalar Einstein equations,
namely

φ

(
φρρ +

1
ρ
φρ + φzz

)
− φ2

ρ − φ2
z + ψ

2
ρ + ψ

2
z = 0, (6.10.1)

φ

(
ψρρ +

1
ρ
ψρ + ψzz

)
− 2(φρψρ + φzψz) = 0, (6.10.2)

but before the theorems can be stated and proved, it is necessary to define
a function ur, three determinants A, B, and E, and to prove some lemmas.
The notation ω2 = −1 is used again as i and j are indispensable as row
and column parameters, respectively.

6.10.2 Preparatory Lemmas
Let the function ur(ρ, z) be defined as any real solution of the coupled
equations

∂ur+1

∂ρ
+
∂ur
∂z

= −rur+1

ρ
, r = 0, 1, 2, . . . , (6.10.3)

∂ur−1

∂ρ
− ∂ur
∂z

=
rur−1

ρ
, r = 1, 2, 3 . . . , (6.10.4)

which are solved in Appendix A.11.
Define three determinants An, Bn, and En as follows.

An = |ars|n
where

ars = ω|r−s|u|r−s|, (ω2 = −1). (6.10.5)

Bn = |brs|n,
where

brs =
{
ur−s, r ≥ s
(−1)s−rus−r, r ≤ s
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brs = ωs−rars. (6.10.6)

En = |ers|n = (−1)nA(n+1)
1,n+1 = (−1)nA(n+1)

n+1,1. (6.10.7)

In some detail,

An =

∣∣∣∣∣∣∣∣∣

u0 ωu1 −u2 −ωu3 · · ·
ωu1 u0 ωu1 −u2 · · ·
−u2 ωu1 u0 ωu1 · · ·
−ωu3 −u2 ωu1 u0 · · ·
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣
n

(ω2 = −1), (6.10.8)

Bn =

∣∣∣∣∣∣∣∣∣

u0 −u1 u2 −u3 · · ·
u1 u0 −u1 u2 · · ·
u2 u1 u0 −u1 · · ·
u3 u2 u1 u0 · · ·
. . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣
n

, (6.10.9)

En =

∣∣∣∣∣∣∣∣∣

ωu1 u0 ωu1 −u2 · · ·
−u2 ωu1 u0 ωu1 · · ·
−ωu3 −u2 ωu1 u0 · · ·
u4 −ωu3 −u2 ωu1 · · ·
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

∣∣∣∣∣∣∣∣∣
n

(ω2 = −1), (6.10.10)

An = (−1)nE(n+1)
n+1,1 . (6.10.11)

An is a symmetric Toeplitz determinant (Section 4.5.2) in which tr =
ωrur. All the elements on and below the principal diagonal of Bn are
positive. Those above the principal diagonal are alternately positive and
negative.
The notation is simplified by omitting the order n from a determinant

or cofactor where there is no risk of confusion. Thus An, A
(n)
ij , Aij

n , etc.,
may appear as A, Aij , Aij , etc. Where the order is not equal to n, the
appropriate order is shown explicitly.
A and E, and their simple and scaled cofactors are related by the

following identities:

A11 = Ann = An−1,

A1n = An1 = (−1)n−1En−1,

Ep1 = (−1)n−1Apn,

Enq = (−1)n−1A1q,

En1 = (−1)n−1An−1, (6.10.12)(
A

E

)2

=
(
En1

A11

)2

, (6.10.13)

E2Ep1Enq = A2ApnA1q. (6.10.14)

Lemma 6.17.

A = B.
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Proof. Multiply the rth row of A by ω−r, 1 ≤ r ≤ n and the sth column
by ωs, 1 ≤ s ≤ n. The effect of these operations is to multiply A by the
factor 1 and to multiply the element ars by ωs−r. Hence, by (6.10.6), A is
transformed into B and the lemma is proved. �

Unlike A, which is real, the cofactors of A are not all real. An example
is given in the following lemma.

Lemma 6.18.

A1n = ωn−1B1n (ω2 = −1).

Proof.

A1n = (−1)n+1|ers|n−1,

where

ers = ar+1,s

= ω|r−s+1|u|r−s+1|
= ar,s−1

and

B1n = (−1)n+1|βrs|n−1,

where

βrs = br+1,s

= br,s−1,

that is,

βrs = ωs−r−1ers.

Multiply the rth row of A(n)
1n by ω−r−1, 1 ≤ r ≤ n− 1 and the sth column

by ωs, 1 ≤ s ≤ n− 1. The effect of these operations is to multiply A(n)
1n by

the factor

ω−(2+3+···+n)+(1+2+3+···+n−1) = ω1−n

and to multiply the element ers by ωs−r−1. The lemma follows. �

Both A and B are persymmetric (Hankel) about their secondary diag-
onals. However, A is also symmetric about its principal diagonal, whereas
B is neither symmetric nor skew-symmetric about its principal diagonal.
In the analysis which follows, advantage has been taken of the fact that A
with its complex elements possesses a higher degree of symmetry than B
with its real elements. The expected complicated analysis has been avoided
by replacing B and its cofactors by A and its cofactors.
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Lemma 6.19.

a.
∂epq
∂ρ

+ ω
∂apq
∂z

=
(
q − p
ρ

)
epq,

b.
∂apq
∂ρ

+ ω
∂epq
∂z

=
(
p− q + 1

ρ

)
apq (ω2 = −1).

Proof. If p ≥ q − 1, then, applying (6.10.3) with r → p− q,(
∂

∂ρ
+
p− q
ρ

)
epq =

(
∂

∂ρ
+
p− q
ρ

)
(ωp−q+1up−q+1)

= − ∂

∂z
(ωp−q+1up−q)

= −ω∂apq
∂z

.

If p < q − 1, then, applying (6.10.4) with r → q − p,(
∂

∂ρ
+
p− q
ρ

)
epq =

(
∂

∂ρ
− q − p

ρ

)
(ωq−p−1uq−p−1)

=
∂

∂z
(ωq−p−1uq−p)

= −ω∂apq
∂z

,

which proves (a). To prove (b) with p ≥ q − 1, apply (6.10.4) with r →
p− q + 1. When p < q − 1, apply (6.10.3) with r → q − p− 1. �

Lemma 6.20.

a. E2 ∂E
n1

∂ρ
+ ωA2 ∂A

n1

∂z
=

(n− 1)E2En1

ρ
,

b. A2 ∂A
n1

∂ρ
+ ωE2 ∂E

n1

∂z
=

(n− 2)A2An1

ρ
(ω2 = −1).

Proof.

A = |apq|n,
n∑

p=1

apqA
pr = δqr,

E = |epq|n,
n∑

p=1

epqE
pr = δqr.

Applying the double-sum identity (B) (Section 3.4) and (6.10.12),

∂En1

∂ρ
= −

∑
p

∑
q

∂epq
∂ρ

Ep1Enq,

∂An1

∂z
= −

∑
p

∑
q

∂apq
∂z

ApnA1q
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= −
(
E

A

)2∑
p

∑
q

∂apq
∂z

Ep1Enq.

Hence, referring to Lemma 6.19,

∂En1

∂ρ
+ ω

(
A

E

)2
∂An1

∂z
= −

∑
p

∑
q

(
∂epq
∂ρ

+ ω
∂apq
∂z

)
EpqEnq

=
1
ρ

∑
p

∑
q

(p− q)epqEp1Enq

=
1
ρ

[∑
p

pEp1
∑
q

epqE
nq −

∑
q

qEnq
∑
p

epqE
p1

]

=
1
ρ

[∑
p

pEp1δpn −
∑
q

qEnqδq1

]

=
1
ρ
(nEn1 − En1),

which is equivalent to (a).

∂An1

∂ρ
=
∂A1n

∂ρ
= −

∑
p

∑
q

∂apq
∂ρ

ApnA1q

∂En1

∂z
= −

∑
p

∑
q

∂epq
∂z

Ep1Enq

= −
(
A

E

)2∑
p

∑
q

∂epq
∂z

ApnA1q.

Hence,

∂An1

∂ρ
+ ω

(
E

A

)2
∂En1

∂z

= −
∑
p

∑
q

(
∂apq
∂ρ

+ ω
∂epq
∂z

)
ApnA1q

= − 1
ρ

∑
p

∑
q

(p− q + 1)apqApnA1q

=
1
ρ

[∑
q

qA1q
∑
p

apqA
pn −

∑
p

(p+ 1)Apn
∑
q

apqA
1q

]

=
1
ρ

[∑
q

qA1qδqn −
∑
p

(p+ 1)Apnδp1

]

=
1
ρ
(nA1n − 2A1n) (A1n = An1),
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which is equivalent to (b). This completes the proof of Lemma 6.20. �

Exercise. Prove that(
ω
∂

∂ρ
− p− q − 1

ρ

)
Apq

n = −A
(n+1)
n+1,q

An

∂Apn
n

∂z
+A1q

n

∂

∂z

(
A

(n+1)
p+1,1

An

)
+
∂Ap,q−1

n

∂z
,

ω
∂Apq

n

∂z
=
A

(n+1)
n+1,q

An

(
∂

∂ρ
− n

ρ

)
Apq

n −A1q
n

(
∂

∂ρ
− 1
ρ

)
A

(n+1)
p+1,1

An

−
(
∂

∂ρ
− q − 1

ρ

)
Ap,q−1

n −
(
p+ 1
ρ

)
Ap+1,q

n

(ω2 = −1).

Note that some cofactors are scaled but others are unscaled. Hence, prove
that (

ω
∂

∂ρ
− n− 2

ρ

)
En−1

An
=
En

An

∂

∂z

(
An−1

An

)
− An−1

An

∂

∂z

(
En

An

)
,

ω
∂

∂z

(
En−1

An

)
= (−1)n

En

An

(
∂

∂ρ
− n

ρ

)
En−1

An

+
An−1

An

(
∂

∂ρ
− 1
ρ

)
En

An
.

6.10.3 The Intermediate Solutions
The solutions given in this section are not physically significant and are
called intermediate solutions. However, they are used as a starting point in
Section 6.10.5 to obtain physically significant solutions.

Theorem. Equations (6.10.1) and (6.10.2) are satisfied by the function
pairs Pn(φn, ψn) and P ′

n(φ
′
n, ψ

′
n), where

a. φn =
ρn−2An−1

An−2
=
ρn−2

A11
n−1

,

b. ψn =
ωρn−2En−1

An−2
=

(−1)nωρn−2

En−1,1
n−1

=
(−1)n−1ωρn−2A1n

An−2
,

c. φ′
n =

A11

ρn−2 ,

d. ψ′
n =

(−1)nωA1n

ρn−2 (ω2 = −1).

The first two formulas are equivalent to the pair Pn+1(φn+1, ψn+1), where

e. φn+1 =
ρn−1

A11 ,

f. ψn+1 =
(−1)n+1ωρn−1

En1 .
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Proof. The proof is by induction and applies the Bäcklund transforma-
tion theorems which appear in Appendix A.12 where it is proved that if
P (φ, ψ) is a solution and

φ′ =
φ

φ2 + ψ2 ,

ψ′ = − ψ

φ2 + ψ2 , (6.10.15)

then P ′(φ′, ψ′) is also a solution. Transformation β states that if P (φ, ψ)
is a solution and

φ′ =
ρ

φ
,

∂ψ′

∂ρ
= −ωρ

φ2

∂ψ

∂z
,

∂ψ′

∂z
=
ωρ

φ2

∂ψ

∂ρ
(ω2 = −1), (6.10.16)

then P ′(φ′, ψ′) is also a solution. The theorem can therefore be proved by
showing that the application of transformation γ to Pn gives P ′

n and that
the application of Transformation β to P ′

n gives Pn+1.
Applying the Jacobi identity (Section 3.6) to the cofactors of the corner

elements of A,

A2
n+1 −A2

1n = AnAn−2. (6.10.17)

Hence, referring to (6.10.15),

φ2
n + ψ2

n =
(
ρn−2

An−2

)2 (
A2

n−1 − E2
n−1
)

=
(
ρn−2

An−2

)2 (
A2

n−1 −A2
1n
)

=
ρ2n−4An

An−2
, (6.10.18)

φn
φ2
n + ψ2

n

=
An−1

ρ2n−2An
(An−1 = A11)

=
A11

ρ2n−2

= φ′
n,

ψn
φ2
n + ψ2

n

=
ωEn−1

ρ2n−2An

=
(−1)n−1ωA1n

ρn−2

= −ψ′
n.
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Hence, the application of transformation γ to Pn gives P ′
n.

In order to prove that the application of transformation β to P ′
n gives

Pn+1, it is required to prove that

φn+1 =
ρ

φ′
n

,

which is obviously satisfied, and

∂ψn+1

∂ρ
= − ωρ

(φ′
n)2

∂ψ′
n

∂z

∂ψn+1

∂z
=

ωρ

(φ′
n)2

∂ψ′
n

∂ρ
, (6.10.19)

that is,

∂

∂ρ

[
(−1)n+1ωρn−1

En1

]
= −ωρ

[
ρn−2

A11

]2
∂

∂z

[
(−1)nωA1n

ρn−2

]
,

∂

∂z

[
(−1)n+1ωρn−1

En1

]
= ωρ

[
ρn−2

A11

]2
∂

∂ρ

[
(−1)nωA1n

ρn−2

]
(ω2 = −1). (6.10.20)

But when the derivatives of the quotients are expanded, these two relations
are found to be identical with the two identities in Lemma 6.10.4 which
have already been proved. Hence, the application of transformation β to
P ′
n gives Pn+1 and the theorem is proved. �

The solutions of (6.10.1) and (6.10.2) can now be expressed in terms of
the determinant B and its cofactors. Referring to Lemmas 6.17 and 6.18,

φn =
ρn−2Bn−1

Bn−2
,

ψn = − (−ω)nρn−2B1n

Bn−2
(ω2 = −1), n ≥ 3, (6.10.21)

φ′
n =

Bn−1

ρn−2Bn
,

ψ′
n =

(−ω)nB1n

ρn−2Bn
, n ≥ 2. (6.10.22)

The first few pairs of solutions are

P ′
1(φ, ψ) =

(
ρ

u0
,
−ωρ
u0

)
,

P2(φ, ψ) = (u0,−u1),

P ′
2(φ, ψ) =

(
u0

u2
0 + u

2
1
,

u1

u2
0 + u

2
1

)
,

P3(φ, ψ) =
(
ρ(u2

0 + u
2
1)

u0
,
ωρ(u0u2 − u2

1)
u0

)
. (6.10.23)



6.10 The Einstein and Ernst Equations 295

Exercise. The one-variable Hirota operators Hx and Hxx are defined in
Section 5.7 and the determinants An and En, each of which is a function of
ρ and z, are defined in (6.10.8) and (6.10.10). Apply Lemma 6.20 to prove
that

Hρ(An−1, En) − ωHz(An, En−1) =
(
n− 1
ρ

)
An−1En,

Hρ(An, En−1) − ωHz(An−1, En) = −
(
n− 2
ρ

)
AnEn−1 (ω2 = −1).

Using the notation

K2(f, g) =
(
Hρρ +

1
ρ
Hρ +Hzz

)
(f, g),

where f = f(ρ, z) and g = g(ρ, z), prove also that

K2(En, An) =
n(n− 2)
ρ2

EnAn,{
K2 +

2n− 4
ρ

}
(An, An−1) = − 1

ρ2
AnAn−1,

K2
{
ρn(n−2)/2En, ρ

n(n−2)/2An

}
= 0,

K2
{
ρ(n

2−4n+2)/2An−1, ρ
n(n−2)/2An

}
= 0,

K2
{
ρ(n

2−2)/2An+1, ρ
n(n−2)/2An

}
= 0.

(Sasa and Satsuma)

6.10.4 Preparatory Theorems
Define a Vandermondian (Section 4.1.2) V2n(x) as follows:

V2n(x) =
∣∣xj−1

i

∣∣
2n

= V (x1, x2, . . . , x2n), (6.10.24)

and let the (unsigned) minors of V2n(c) be denoted by M (2n)
ij (c). Also, let

Mi(c) =M
(2n)
i,2n (c) = V (c1, c2, . . . , ci−1, ci+1, . . . , c2n),

M2n(c) =M
(2n)
2n,2n(c) = V2n−1(c). (6.10.25)

xj =
z + cj
ρ

,

εj = eωθj

√
1 + x2

j (ω2 = −1)

=
τj
ρ
, (6.10.26)
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where τj is a function which appears in the Neugebauer solution and is
defined in (6.2.20).

wr =
2n∑
j=1

(−1)j−1Mj(c)xrj
ε∗j

. (6.10.27)

Then,

xi − xj = ci − cj
ρ

, independent of z,

εjε
∗
j = 1 + x2

j . (6.10.28)

Now, let H(m)
2n (ε) denote the determinant of order 2n whose column vectors

are defined as follows:

C(m)
j (ε) =

[
εj cjεj c2jεj · · · cm−1

j εj 1 cj c2j · · · c2n−m−1
j

]T
2n,

1 ≤ j ≤ 2n. (6.10.29)

Hence,

C(m)
j

(
1
ε

)
=

[
1
εj

cj
εj

c2j
εj

· · · c
m−1
j

εj
1 cj c2j · · · c2n−m−1

j

]T
2n

(6.10.30)

=
1
εj

[
1 cj c2j · · · cm−1

j εj cjεj c2jεj · · · c2n−m−1
j εj

]T
2n.

But,

C(2n−m)
j (ε) =

[
εj cjεj c

2
jεj · · · c2n−m−1

j εj 1 cj c2j · · · cm−1
j

]T
2n. (6.10.31)

The elements in the last column vector are a cyclic permutation of the
elements in the previous column vector. Hence, applying Property (c(i))
in Section 2.3.1 on the cyclic permutation of columns (or rows, as in this
case),

H
(m)
2n

(
1
ε

)
= (−1)m(2n−1)


 2n∏

j=1

εj




−1

H
(2n−m)
2n (ε),

H
(n+1)
2n

(
1/ε
)

H
(n)
2n

(
1/ε
) = −H

(n−1)
2n (ε)

H
(n)
2n (ε)

. (6.10.32)

Theorem.

a. |wi+j−2 + wi+j |m = (−ρ2)−m(m−1)/2{V2n(c)}m−1H
(m)
2n (ε),

b. |wi+j−2|m = (−ρ2)−m(m−1)/2{V2n(c)}m−1H
(m)
2n

(
1
ε∗

)
.

The determinants on the left are Hankelians.
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Proof. Proof of (a). Denote the determinant on the left by Wm.

wi+j−2 + wi+j =
2n∑
k=1

ykx
i+j−2
k ,

where

yk = (−1)k+1εkMk(c). (6.10.33)

Hence, applying the lemma in Section 4.1.7 with N → 2n and n → m,

Wm =

∣∣∣∣∣
2n∑
k=1

ykx
i+j−2
k

∣∣∣∣∣
=

2n∑
k1,k2,...,km=1

Ym

(
m∏
r=2

xr−1
kr

)∣∣xj−1
ki

∣∣
m
,

where

Ym =
m∏
r=1

ykr . (6.10.34)

Hence, applying Identity 4 in Appendix A.3,

Wm =
1
m!

2n∑
k1,k2,...,km=1

Ym

k1,k2,...km∑
j1,j2,...,jm

(
m∏
r=2

xr−1
jr

)
V (xj1 , xj2 , . . . , xjm).

(6.10.35)
Applying Theorem (b) in Section 4.1.9 on Vandermondian identities,

Wm =
1
m!

2n∑
k1,k2,...,km=1

Ym
{
V (xk1 , xk2 , . . . , xkm)

}2
. (6.10.36)

Due to the presence of the squared Vandermondian factor, the conditions of
Identity 3 in Appendix A.3 with N → 2n are satisfied. Also, eliminating the
x’s using (6.10.26) and (6.10.28) and referring to Exercise 3 in Section 4.1.2,{

(V (xk1 , xk2 , . . . , xkm)
}2 = ρ−m(m−1){V (ck1 , ck2 , . . . , ckm)

}2
. (6.10.37)

Hence,

Wm = ρ−m(m−1)
∑

1≤k1<k2<...<km≤2n

Ym
{
V (ck1 , ck2 , . . . , ckm

)
}2
. (6.10.38)

From (6.10.33) and (6.10.34),

Ym = (−1)KEm

m∏
r=1

Mkr
(c),
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where

Em =
m∏
r=1

εkr
,

K =
m∑
r=1

(kr − 1). (6.10.39)

Applying Theorem (c) in Section 4.1.8 on Vandermondian identities,

Ym = (−1)KEm
V (ckm+1 , ckm+2 , . . . , ck2n){V2n(c)}m−1

V (ck1 , ck2 , . . . , ckm)
. (6.10.40)

Hence,

Wm =
(−1)K{V2n(c)}m−1

ρm(m−1)

∑
1≤k1<k2<...<km≤2n

·EmV (ck1 , ck2 , . . . , ckm
)V (ckm+1 , ckm+2 , . . . , ck2n

). (6.10.41)

Using the Laplace formula (Section 3.3) to expand H(m)
2n (ε) by the first

m rows and the remaining (2n −m) rows and referring to the exercise at
the end of Section 4.1.8,

H
(m)
2n (ε) =

∑
1≤k1<k2<···<km≤2n

N12···m;k1,k2,...,km
A12···m;k1,k2,...,km

,

(6.10.42)
where

N12···m;k1,k2,...,km = EmV (ck1 , ck2 , . . . , ckm),
A12···m;k1,k2,...,km

= (−1)RM12···m;k1,k2,...,km

= (−1)RV (ckm+1 , ckm+2 , . . . , ck2n
), (6.10.43)

where M is the unsigned minor associated with the cofactor A and R is
the sum of their parameters. Referring to (6.10.39),

R = 1
2m(m+ 1) +

m∑
r=1

kr

= K + 1
2m(m− 1). (6.10.44)

Hence,

H
(m)
2n (ε) = (−1)R

∑
1≤k1<k2<···<km≤2n

EmV (ck1 , ck2 , . . . , ckm
)

·V (ckm+1 , ckm+2 , . . . , ck2n)

=
(−ρ2)m(m−1)/2

{V2n(c)}m−1 Wm, (6.10.45)

which proves part (a) of the theorem. Part (b) can be proved in a similar
manner. �



6.10 The Einstein and Ernst Equations 299

6.10.5 Physically Significant Solutions
From the theorem in Section 6.10.2 on the intermediate solution,

φ2n+1 =
ρ2n−1A2n

A2n−1
,

ψ2n+1 =
ωρ2n−1A

(2n+1)
1,2n+1

A2n−1
(ω2 = −1). (6.10.46)

Hence the functions ζ+ and ζ− introduced in Section 6.2.8 can be expressed
as follows:

ζ+ = φ2n+1 + ωψ2n+1

=
ρ2n−1(A2n −A(2n+1)

1,2n+1)
A2n−1

, (6.10.47)

ζ− = φ2n+1 − ωψ2n+1

=
ρ2n−1(A2n +A(2n+1)

1,2n+1)
A2n−1

. (6.10.48)

It is shown in Section 4.5.2 on symmetric Toeplitz determinants that if
An = |t|i−j||n, then

A2n−1 = 2Pn−1Qn,

A2n = PnQn + Pn−1Qn+1,

A
(2n+1)
1,2n+1 = PnQn − Pn−1Qn+1, (6.10.49)

where

Pn = 1
2

∣∣t|i−j| − ti+j

∣∣
n

Qn = 1
2

∣∣t|i−j| + ti+j−2
∣∣
n
. (6.10.50)

Hence,

ζ+ =
ρ2n−1Qn+1

Qn
,

ζ− =
ρ2n−1Pn
Pn−1

. (6.10.51)

In the present problem, tr = ωrur (ω2 = −1), where ur is a solution of the
coupled equations (6.10.3) and (6.10.4). In order to obtain the Neugebauer
solutions, it is necessary first to choose the solution given by equations
(A.11.8) and (A.11.9) in Appendix A.11, namely

ur = (−1)r
2n∑
j=1

ejfr(xj)√
1 + x2

j

, xj =
z + cj
ρ

, (6.10.52)

and then to choose

ej = (−1)j−1Mj(c)eωθj . (6.10.53)
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Denote this particular solution by Ur. Then,

tr = (−ω)rUr,

where

Ur =
2n∑
j=1

(−1)j−1Mj(c)fr(xj)
ε∗j

(6.10.54)

and the symbol ∗ denotes the complex conjugate. This function is of the
form (4.13.3), where

aj =
(−1)j−1Mj(c)

ε∗j
(6.10.55)

and N = 2n. These choices of aj and N modify the function kr defined in
(4.13.5). Denote the modified kr by wr, which is given explicitly in (6.10.3).

Since the results of Section 4.13.2 are unaltered by replacing ω by (−ω),
it follows from (4.13.22) and (4.13.23) with n → m that

Pm = (−1)m(m−1)/22m
2−1
∣∣wi+j + wi+j−2

∣∣
m
,

Qm = (−1)m(m−1)/22(m−1)2
∣∣wi+j−2

∣∣
m
. (6.10.56)

Applying the theorem in Section 6.10.4,

Pm = 2m
2−1ρ−m(m−1){V2n(c)

}m−1
H

(m)
2n (ε),

Qm = 2(m−1)2ρ−m(m−1){V2n(c)
}m−1

H
(m)
2n

(
1
ε∗

)
. (6.10.57)

Hence,

Pn
Pn−1

= 22n−1ρ−2(n−1)V2n(c)
H

(n)
2n (ε)

H
(n−1)
2n (ε)

. (6.10.58)

Also, applying (6.10.32),

Qn+1

Qn
= 22n−1ρ−2nV2n(c)

H
(n+1)
2n

(
1/ε∗

)
H

(n)
2n

(
1/ε∗

)
= −22n−1ρ−2nV2n(c)

H
(n−1)
2n (ε∗)

H
(n)
2n (ε∗)

. (6.10.59)

Since τj = ρεj , (the third line of (6.10.26)), the functions F and G defined
in Section 6.2.8 are given by

F = H(n−1)
2n (ρε) = ρn−1H

(n−1)
2n (ε),

G = H(n)
2n (ρε) = ρnH(n)

2n (ε). (6.10.60)
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Hence,

Pn
Pn−1

=
{
2
ρ

}2n−1

V2n(c)
{
G

F

}
,

Qn+1

Qn
= −

{
2
ρ

}2n−1

V2n(c)
{
F ∗

G∗

}
(6.10.61)

ζ+ = −22n−1V2n(c)
{
F ∗

G∗

}
,

ζ− = 22n−1V2n(c)
{
G

F

}
. (6.10.62)

Finally, applying the Bäcklund transformation ε in Appendix A.12 with
b = 22n−1V2n(c),

ζ ′
+ =

ζ− − 22n−1V2n(c)
ζ− + 22n−1V2n(c)

=
1 − (F/G)
1 + (F/G)

.

Similarly,

ζ ′
− =

1 − (F ∗/G∗)
1 + (F ∗/G∗)

. (6.10.63)

Discarding the primes, ζ− = ζ∗
+. Hence, referring to (6.2.13),

φ = 1
2 (ζ+ + ζ−) = 1

2 (ζ+ + ζ∗
+),

ψ =
1
2ω

(ζ+ − ζ−) = 1
2ω

(ζ+ − ζ∗
+) (ω2 = −1), (6.10.64)

which are both real. It follows that these solutions are physically significant.

Exercise. Prove the following identities:

A2n = αn(GG∗ − FF ∗),
A2n+1 = βnF ∗G,
A2n−1 = βn−1FG

∗,

A
(2n+1)
1,2n+1 = αn(GG∗ + FF ∗),

where

αn =
(−1)n22n(n−1)V

2(n−1)
2n

ρ2n(n−1)
2n∏
i=1
εi

,

βn =
(−1)n−122n2

V 2n−1
2n

ρ2n2−1
2n∏
i=1
ε∗i

.
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6.10.6 The Ernst Equation
The Ernst equation, namely

(ξξ∗ − 1)∇2ξ = 2ξ∗(∇ξ)2,
is satisfied by each of the functions

ξn =
pUn(x) − ωqUn(y)

Un(1)
(ω2 = −1), n = 1, 2, 3, . . . ,

where Un(x) is a determinant of order (n + 1) obtained by bordering an
nth-order Hankelian as follows:

Un(x) =

∣∣∣∣∣∣∣∣∣∣∣

x
x3/3

[aij ]n x5/5
· · ·

x2n−1/(2n− 1)
1 1 1 · · · 1 •

∣∣∣∣∣∣∣∣∣∣∣
n+1

,

where

aij =
1

i+ j − 1
[p2x2(i+j−1) + q2y2(i+j−1) − 1],

p2 + q2 = 1,

and x and y are prolate spheriodal coordinates. The argument x in Un(x)
refers to the elements in the last column, so that Un(1) is the determinant
obtained from Un(x) by replacing the x in the last column only by 1.
A note on this solution is given in Section 6.2 on brief historical notes.
Some properties of Un(x) and a similar determinant Vn(x) are proved in
Section 4.10.3.

6.11 The Relativistic Toda Equation — A Brief
Note

The relativistic Toda equation in a function Rn and a substitution for Rn

in terms of Un−1 and Un are given in Section 6.2.9. The resulting equation
can be obtained by eliminating Vn and Wn from the equations

H(2)
x (Un, Un) = 2(VnWn − U2

n), (6.11.1)
aH(2)

x (Un, Un−1) = aUnUn−1 + VnWn−1, (6.11.2)
Vn+1Wn−1 − U2

n = a2(Un+1Un−1 − U2
n), (6.11.3)

where H(2)
x is the one-variable Hirota operator (Section 5.7),

a =
1√

1 + c2
,
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x = t
√

1 − a2 =
ct√
1 + c2

. (6.11.4)

Equations (6.11.1)–(6.11.3) are satisfied by the functions

Un = |ui,n+j−1|m,
Vn = |vi,n+j−1|m,
Wn = |wi,n+j−1|m, (6.11.5)

where the determinants are Casoratians (Section 4.14) of arbitrary order
m whose elements are given by

uij = Fij +Gij ,

vij = aiFij +
1
ai
Gij ,

wij =
1
ai
Fij + aiGij , (6.11.6)

where

Fij =
(

1
ai − a

)j

exp(ξi),

Gij =
(

ai
1 − aai

)j

exp(ηi),

ξi =
x

ai
+ bi,

ηi = aix+ ci, (6.11.7)

and where the ai, bi, and ci are arbitrary constants.
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A.1 Miscellaneous Functions

The Kronecker Delta Function

δij =
{
1, j = i
0, j �= i.

q∑
j=p

xjδjr =
{
0, p ≤ r ≤ q,
0, otherwise.

q∑
j=p

xjδjr(1 − δjr) = xr.

In = [δij ]n, the unit matrix,
n∑

r=1

∣∣∣∣ fr δir
gr δjr

∣∣∣∣ =
∣∣∣∣ fj 1
gi 1

∣∣∣∣ , 1 ≤ i, j ≤ n,

n∑
r=1

∣∣∣∣∣∣
aip aiq δir
ajp ajq δjr
akp akq δkr

∣∣∣∣∣∣ =
∣∣∣∣∣∣
aip aiq 1
ajp ajq 1
akp akq 1

∣∣∣∣∣∣ , 1 ≤ i, j, k ≤ n.

δi,even =
{
1, i even,
0, i odd.
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δi,odd =
{
1, i odd,
0, i even.

δi1i2;j1j2 =
{
1, (j1, j2) = (i1, i2)
0, otherwise.

The Binomial Coefficient and Gamma Function
(
n
r

)
=
{

n!
r!(n−r)! , 0 ≤ r ≤ n
0, otherwise.(

n
n− r

)
=
(
n
r

)
,(

n
r

)
=
(
n− 1
r

)
+
(
n− 1
r − 1

)
.

The lower or upper limit r = i (→ j) in a sum denotes that the limit
was originally i, but i can be replaced by j without affecting the sum since
the additional or rejected terms are all zero. For example,

∞∑
r=0(→n)

ar
(r − n)! denotes that

∞∑
r=0

ar
(r − n)! can be replaced by

∞∑
r=n

ar
(r − n)! ;

n(→∞)∑
r=0

(
n
r

)
ar denotes that

n∑
r=0

(
n
r

)
ar can be replaced by

∞∑
r=0

(
n
r

)
ar.

This notation has applications in simplifying multiple sums by changing
the order of summation. For example,

q∑
n=0

n∑
p=0

(
n
p

)
ap =

q∑
p=0

(
q + 1
p+ 1

)
ap.

Proof. Denote the sum on the left by Sq and apply the well-known
identity

q∑
n=p

(
n
p

)
=
(
q + 1
p+ 1

)

Sq =
q∑

n=0

n(→∞)∑
p=0

(
n
p

)
ap =

∞∑
p=0

ap

q∑
n=0(→p)

(
n
p

)

=
∞(→q)∑
p=0

ap

(
q + 1
p+ 1

)
.

The result follows. �
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Other applications are found in Appendix A.4 on Appell polynomials.

Γ(x) =
∫ ∞

0
e−ttx−1 dt,

Γ(x+ 1) = xΓ(x)
Γ(n+ 1) = n!, n = 1, 2, 3, . . . .

The Legendre duplication formula is
√
π Γ(2x) = 22x−1Γ(x)Γ

(
x+ 1

2

)
,

which is applied in Appendix A.8 on differences.

Stirling Numbers
The Stirling numbers of the first and second kinds, denoted by sij and Sij ,
respectively, are defined by the relations

(x)r =
r∑

k=0

srkx
k, sr0 = δr0,

xr =
r∑

k=0

Srk(x)k, Sr0 = δr0,

where (x)r is the falling factorial function defined as

(x)r = x(x− 1)(x− 2) · · · (x− r + 1), r = 1, 2, 3, . . . .

Stirling numbers satisfy the recurrence relations

sij = si−1,j−1 − (i− 1)si−1,j

Sij = Si−1,j−1 + jSi−1,j .

Some values of these numbers are given in the following short tables:

sij

j
i 1 2 3 4 5
1 1
2 −1 1
3 2 −3 1
4 −6 11 −6 1
5 24 −50 35 −10 1
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Sij

j
i 1 2 3 4 5
1 1
2 1 1
3 1 3 1
4 1 7 6 1
5 1 15 25 10 1

Further values are given by Abramowitz and Stegun. Stirling numbers ap-
pear in Section 5.6.3 on distinct matrices with nondistinct determinants
and in Appendix A.6.
The matrices sn(x) and Sn(x) are defined as follows:

sn(x) =
[
sijx

i−j
]
n
=




1
−x 1
2x2 −3x 1

−6x3 11x2 −6x 1
24x4 −50x3 35x2 −10x 1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



n

,

Sn(x) =
[
Sijx

i−j
]
n
=




1
x 1
x2 3x 1
x3 7x2 6x 1
x4 15x3 25x2 10x 1
. . . . . . . . . . . . . . . . . . . . . . . . .



n

.

A.2 Permutations

Inversions, the Permutation Symbol
The first n positive integers 1, 2, 3, . . . , n, can be arranged in a linear se-
quence in n! ways. For example, the first three integers can be arranged in
3! = 6 ways, namely

1 2 3
1 3 2
2 1 3
2 3 1
3 1 2
3 2 1

Let Nn denote the set of the first n integers arranged in ascending order of
magnitude,

Nn =
{
1 2 3 · · ·n},
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and let In and Jn denote arrangements or permutations of the same n
integers

In =
{
i1 i2 i3 · · · in

}
,

Jn =
{
j1 j2 j3 · · · jn

}
.

There are n! possible sets of the form In or Jn including Nn. The num-
bers within the set are called elements. The operation which consists of
interchanging any two elements in a set is called an inversion. Assuming
that Jn �= In, that is, jr �= ir for at least two values of r, it is possible to
transform Jn into In by means of a sequence of inversions. For example, it
is possible to transform the set {3 5 2 1 4} into the set N5 in four steps,
that is, by means of four inversions, as follows:

3 5 2 1 4
1 : 1 5 2 3 4
2 : 1 2 5 3 4
3 : 1 2 3 5 4
4 : 1 2 3 4 5

The choice of inversions is clearly not unique for the transformation can
also be accomplished as follows:

3 5 2 1 4
1 : 3 4 2 1 5
2 : 3 1 2 4 5
3 : 2 1 3 4 5
4 : 1 2 3 4 5

No steps have been wasted in either method, that is, the methods are
efficient and several other efficient methods can be found. If steps are wasted
by, for example, removing an element from its final position at any stage
of the transformation, then the number of inversions required to complete
the transformation is increased.
However, it is known that if the number of inversions required to trans-

form Jn into In is odd by one method, then it is odd by all methods, and
Jn is said to be an odd permutation of In. Similarly, if the number of in-
versions required to transform Jn into In is even by one method, then it is
even by all methods, and Jn is said to be an even permutation of In.
The permutation symbol is an expression of the form{

In
Jn

}
=
{
i1 i2 i3 · · · in
j1 j2 j3 · · · jn

}
,

which enables In to be compared with Jn.
The sign of the permutation symbol, denoted by σ, is defined as follows:

σ = sgn
{
In
Jn

}
= sgn

{
i1 i2 i3 · · · in
j1 j2 j3 · · · jn

}
= (−1)m,
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where m is the number of inversions required to transform Jn into In, or
vice versa, by any method. σ = 0 if Jn is not a permutation of In.

Examples.

sgn
{
1 2 3 4
2 4 1 3

}
= −1,

sgn
{
1 2 3 4 5
3 5 2 1 4

}
= 1.

Permutations Associated with Pfaffians
Let the 2n-set {i1 j1 i2 j2 · · · in jn}2n denote a permutation of N2n subject
to the restriction that is < js, 1 ≤ s ≤ n. However, if one permutation
can be transformed into another by repeatedly interchanging two pairs
of parameters of the form {irjr} and {isjs} then the two permutations
are not considered to be distinct in this context. The number of distinct
permutations is (2n)!/(2nn!).

Examples.

a. Put n = 2. There are three distinct permitted permutations of N4,
including the identity permutation, which, with their appropriate signs,
are as follows: Omitting the upper row of integers,

sgn{1 2 3 4} = 1, sgn{1 3 2 4} = −1, sgn{1 4 2 3} = 1.

The permutation P1{2 3 1 4}, for example, is excluded since it can be
transformed into P{1 4 2 3} by interchanging the first and second pairs
of integers. P1 is therefore not distinct from P in this context.

b. Put n = 3. There are 15 distinct permitted permutations of N6, includ-
ing the identity permutation, which, with their appropriate signs, are
as follows:

sgn{1 2 3 4 5 6} = 1, sgn{1 2 3 5 4 6} = −1, sgn{1 2 3 6 4 5} = 1,
sgn{1 3 2 4 5 6} = −1, sgn{1 3 2 5 4 6} = 1, sgn{1 3 2 6 4 5} = −1,
sgn{1 4 2 3 5 6} = 1, sgn{1 4 2 5 3 6} = −1, sgn{1 4 2 6 3 5} = 1,
sgn{1 5 2 3 4 6} = −1, sgn{1 5 2 4 3 6} = 1, sgn{1 5 2 6 3 4} = −1,
sgn{1 6 2 3 4 5} = 1, sgn{1 6 2 4 3 5} = −1, sgn{1 6 2 5 3 4} = 1.

The permutations P1{1 4 3 6 2 5} and P2{3 6 1 4 2 5}, for example,
are excluded since they can be transformed into P{1 4 2 5 3 6} by
interchanging appropriate pairs of integers. P1 and P2 are therefore not
distinct from P in this context.

Lemma.

sgn
{
1 2 3 4 . . . m
i m r3 r4 . . . rm

}
m
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= (−1)i+m+1 sgn
{

1 2 . . . (i− 1)(i+ 1) . . . (m− 1)
r3 r4 . . . . . . . . . rm

}
m−2

,

where 1 ≤ rk ≤ m− 2, rk �= i, and 3 ≤ k ≤ m.

Proof. The cases i = 1 and i > 1 are considered separately. When i = 1,
then 2 ≤ rk ≤ m − 1. Let p denote the number of inversions required to
transform the set {r3 r4 . . . rm}m−2 into the set {2 3 . . . (m− 1)}m−2, that
is,

(−1)p = sgn
{

2 3 . . . (m− 1)
r3 r4 . . . rm

}
m−2

.

Hence

sgn
{
1 2 3 4 . . . m
i m r3 r4 . . . rm

}
m

= (−1)p sgn
{
1 2 3 4 . . . m
i m 2 3 . . . (m− 1)

}
m

= (−1)p+m−2 sgn
{
1 2 3 4 . . . (m− 1)m
1 2 3 4 . . . (m− 1)m

}
m

= (−1)p+m−2

= (−1)m−2 sgn
{

2 3 . . . (m− 1)
r3 r4 . . . rm

}
m−2

,

which proves the lemma when i = 1.
When i > 1, let q denote the number of inversions required to transform

the set {r3 r4 · · · rm}m−2 into the set {1 2 · · · (i− 1)(i+1) · · · (m− 1)}m−2.
Then,

(−1)q = sgn
{

1 2 . . . (i− 1)(i+ 1) . . . (m− 1)
r3 r4 . . . . . . . . . rm

}
m−2

.

Hence,

sgn
{
1 2 3 4 · · · m
i m r3 r4 · · · rm

}
m

= (−1)q sgn
{
1 2 3 4 · · · · · · · · · (m− 1) m
i m 1 2 · · · (i− 1)(i+ 1) · · · (m− 2) (m− 1)

}
m

= (−1)q+m sgn
{
1 2 3 4 · · · · · · · · · (m− 1) m
i 1 2 3 · · · (i− 1)(i+ 1) · · · (m− 1) m

}
m

= (−1)q+m+i−1 sgn
{
1 2 3 4 · · · m
1 2 3 4 · · · m

}
m

= (−1)q+m+i−1

= (−1)m+i−1 sgn
{

1 2 · · · (i− 1)(i+ 1) · · · (m− 1)
r3 r4 · · · · · · · · · rm

}
m−2

,
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which proves the lemma when i > 1. �

Cyclic Permutations
The cyclic permutations of the r-set {i1 i2 i3 . . . ir} are alternately odd
and even when r is even, and are all even when r is odd. Hence, the signs as-
sociated with the permutations alternate when r is even but are all positive
when r is odd.

Examples. If

sgn{i j} = 1,

then

sgn{j i} = −1.

If

sgn{i j k} = 1,

then

sgn{j k i} = 1,
sgn{k i j} = 1.

If

sgn{i j k m} = 1,

then

sgn{j k m i} = −1,
sgn{k m i j} = 1,
sgn{m i j k} = −1.

Cyclic permutations appear in Section 3.2.4 on alien second and higher
cofactors and in Section 4.2 on symmetric determinants.

Exercise. Prove that

|δrisj
|n = sgn

{
r1 r2 r3 · · · rn
s1 s2 s3 · · · sn

}
.

1≤i,j≤n

A.3 Multiple-Sum Identities

1. If

fi =
n∑

j=1

ci+1−j,j , 1 ≤ i ≤ 2n− 1,
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where cij = 0 when i, j < 1 or i, j > n, then

2n−1∑
i=1

figi =


 n∑

i=1

gi

i∑
j=1

+
2n−1∑
i=n+1

gi

n∑
j=i+1−n


 ci+1−j,j

=
n∑

i=1

n∑
j=1

cijgi+j−1.

The last step can be checked by writing out the terms in the last dou-
ble sum in a square array and collecting them together again along
diagonals parallel to the secondary diagonal.

2. The interval (1, 2n+1− i− j) can be split into the two intervals (1, n+
1 − j) and (n+ 2 − j, 2n+ 1 − i− j). Let

S =
n∑

i=1

n∑
j=1

2n+1−i−j∑
s=1

Fijs.

Then, splitting off the i = n term temporarily,

S =
n−1∑
i=1

n∑
j=1

2n+1−i−j∑
s=1

Fijs +
n∑

j=1

n+1−j∑
s=1

Fnjs

=
n−1∑
i=1

n∑
j=1


n+1−j∑

s=1

+
2n+1−i−j∑
s=n+2−j


Fijs + n∑

j=1

n+1−j∑
s=1

Fnjs.

The first and third sums can be recombined. Hence,

S =
n∑

i=1

n∑
j=1

n+1−j∑
s=1

Fijs +
n−1∑
i=1

n∑
j=1

2n+1−i−j∑
s=n+2−j

Fijs.

The identities given in 1 and 2 are applied in Section 5.2 on the
generalized Cusick identities.

3. If Fk1k2...km
is invariant under any permutation of the parameters kr,

1 ≤ r ≤ m, and is zero when the parameters are not distinct, then

N∑
k1...km=1

Fk1k2...km
= m!

∑
1≤k1<k2<···<km≤N

Fk1k2...km
, m ≤ N.

Proof. Denote the sum on the left by S and the sum on the right by
T . Then, S consists of all the terms in which the parameters are distinct,
whereas T consists only of those terms in which the parameters are in
ascending order of magnitude. Hence, to obtain all the terms in S, it is
necessary to permute the m parameters in each term of T . The number of
these permutations is m!. Hence, S = m!T , which proves the identity. �
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4. If Fk1k2...km
is invariant under any permutation of the parameters kr,

1 ≤ r ≤ m, then

∑
k1,k2,...,km

Fk1k2...km
Gk1k2...km

=
1
m!

∑
k1,k2,...,km

Fk1k2...km

k1,k2,...,km∑
j1,j2,...,jm

Gj1j2...jm
,

where the sum on the left ranges over them! permutations of the param-
eters and, in the inner sum on the right, the parameters jr, 1 ≤ r ≤ m,
range over the m! permutations of the kr.

Proof. Denote the sum on the left by S. The m! permutations of the
parameters kr give m! alternative formulae for S, which differ only in the
order of the parameters in Gk1k2...km

. The identity appears after summing
these m! formulas. �

Illustration. Put m = 3 and use a simpler notation. Let

S =
∑
i,j,k

FijkGijk.

Then,

S =
∑
i,k,j

FikjGikj =
∑
i,j,k

FijkGikj

. . . . . . . . . . . . . . . . . .

S =
∑
k,j,i

FkjiGkji =
∑
i,j,k

FijkGkji.

Summing these 3! formulas for S,

3!S =
∑
i,j,k

Fijk(Gijk +Gikj + · · · +Gkji),

S =
1
3!

∑
i,j,k

Fijk

i,j,k∑
p,q,r

Gpqr.

5.
n∑

k1,k2,...,km=1

Fk1k2...km
Gk1k2...km

=
1
m!

n∑
k1,k2,...,km=1

Fk1k2...km

k1,k2,...,km∑
j1,j2,...,jm

Gj1j2...jm
.

The inner sum on the right is identical with the inner sum on the right
of Identity 4 and the proof is similar to that of Identity 4. In this case,
the number of terms in the sum on the left is mn, but the number of
alternative formulas for this sum remains at m!.

The identities given in 3–5 are applied in Section 6.10.3 on the Einstein
and Ernst equations.
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A.4 Appell Polynomials

Appell polynomials φm(x) may be defined by means of the generating
function relation

extG(t) =
∞∑

m=0

φm(x)tm

m!

=
∞∑

m=1

mφm−1(x)tm−1

m!
, (A.4.1)

where

G(t) =
∞∑
r=0

αrt
r

r!
. (A.4.2)

Differentiating the first line of (A.4.1) with respect to x and dividing the
result by t,

extG(t) =
∞∑

m=0

φ′
m(x)tm−1

m!

=
φ′

0

t
+

∞∑
m=1

φ′
m(x)tm−1

m!
. (A.4.3)

Comparing the last relation with the second line of (A.4.1), it is seen that

φ0 = constant, (A.4.4)
φ′
m = mφm−1, (A.4.5)

which is a differential–difference equation known as the Appell equation.
Substituting (A.4.2) into the first line of (A.4.1) and using the upper and

lower limit notation introduced in Appendix A.1,
∞∑

m=0

φm(x)tm

m!
=

∞∑
r=0

αrt
r

r!

∞∑
m=r(→0)

(xt)m−r

(m− r)!

=
∞∑

m=0

tm

m!

∞(→m)∑
r=0

(
m
r

)
αrx

m−r.

Hence,

φm(x) =
m∑
r=0

(
m
r

)
αrx

m−r

=
m∑
r=0

(
m
r

)
αm−rx

r,

φm(0) = αm. (A.4.6)
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TABLE A.1. Particular Appell Polynomials and Their Generating Functions

αr G(t) =
∞∑

r=0

αrtr

r! φm(x) =
m∑

r=0

(
m
r

)
αrx

m−r

1 δr 1 xm

2 1 et (1 + x)m

3 r tet m(1 + x)m−1

4 1
r+1

et−1
t

(1+x)m+1−xm+1

m+1

5 (−1)r

r! J0(2
√
t) (Bessel) xmLm

(
1
x

)
(Laguerre)

6
α2r =

(−1)r(2r)!
22rr!

α2r+1 = 0

}
e−t2 2−mHm(x) (Hermite)

7 t
et−1 Bm(x) (Bernoulli)

8 2
et+1 Em(x) (Euler)

Note: Further examples are given by Carlson.

The first four polynomials are

φ0(x) = α0,

φ1(x) = α0x+ α1,

φ2(x) = α0x
2 + 2α1x+ α2,

φ3(x) = α0x
3 + 3α1x

2 + 3α2x+ α3. (A.4.7)

Particular cases of these polynomials and their generating functions are
given in Table 1. When expressed in matrix form, equations (A.4.7) become



φ0(x)
φ1(x)
φ2(x)
φ3(x)
· · ·


 =




1
x 1
x2 2x 1
x3 3x2 3x 1
. . . . . . . . . . . . . . . .





α0
α1
α2
α3
· · ·


 . (A.4.8)
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The infinite triangular matrix in (A.4.8) can be expressed in the form
exQ, where

Q =



0
1 0

2 0
3 0

· · ·


 .

Identities among this and other triangular matrices have been developed
by Vein. The triangular matrix in (8) with its columns arranged in reverse
order appears in Section 5.6.2.
Denote the column vector on the left of (A.4.8) by Φ(x). Then,

Φ(x) = exQΦ(0).

Hence,

Φ(0) = e−xQΦ(x)

that is, 

α0
α1
α2
α3
· · ·


 =




1
−x 1
x2 −2x 1

−x3 3x2 −3x 1
. . . . . . . . . . . . . . . . . . . .





φ0(x)
φ1(x)
φ2(x)
φ3(x)
· · ·


 ,

which yields the relation which is inverse to the first line of (A.4.6), namely

αm =
m∑
r=0

(
m
r

)
φr(x)(−x)m−r (A.4.9)

φm(x) is also given by the following formulas but with a lower limit for
m in each case:

φm(x) =
m−1∑
r=0

∣∣∣∣ αr αr+1
−1 x

∣∣∣∣xm−r−1, m ≥ 1,

φm(x) =
m−2∑
r=0

∣∣∣∣∣∣
αr 2αr+1 αr+2
−1 x

−1 x

∣∣∣∣∣∣xm−r−2, m ≥ 2, (A.4.10)

etc. The polynomials φm and the constants αm are related by the two-
parameter identity

p∑
r=0

(−1)r
(
p
r

)
φp+q−rx

r =
q∑

r=0

(
q
r

)
αp+rx

q−r, p, q = 0, 1, 2, . . . .

(A.4.11)
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Appell Sets
Any sequence of polynomials {φm(x)} where φm(x) is of exact degree m
and satisfies the Appell equation (A.4.5) is known as an Appell set.
The sequence in which

φm(x) =
(
m+ s
s

)−1

(x+ c)m+s, s = 1, 2, 3, . . . ,

satisfies (A.4.5), but its members are not of degree m. The sequence in
which

φm(x) =
22m+1m! (m+ 1)! (x+ c)m+(1/2)

(2m+ 2)!

satisfies (A.4.5), but its members are not polynomials. Hence, neither
sequence is an Appell set.
Carlson proved that if {φm} and {ψm} are each Appell sets and

θm = 2−m
m∑
r=0

(
m
r

)
φrψm−r,

then {θm} is also an Appell set.
In a paper on determinants with hypergeometric elements, Burchnall

proved that if {φm} and {ψm} are each Appell sets and

θm =
n∑

r=0

(−1)r
(
n
r

)
φm+n−rψr, n = 0, 1, 2, . . . ,

then {θm} is also an Appell set for each value of n. Burchnall’s formula can
be expressed in the form

θm =
n∑

r=0

(−1)r
∣∣∣∣ ψr φm+n−r

ψr+1 φm+n−r+1

∣∣∣∣ , n = 0, 1, 2, . . . .

The generalized Appell equation

θ′
m = mf ′θm−1, f = f(x),

is satisfied by

θm = φm(f),

where φm(x) is any solution of (A.4.5). For example, the equation

θ′
m =

mθm−1

(1 + x)2

is satisfied by

θm = φm

(
− 1
1 + x

)
.
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If

φm =
(1 + x)m+1 − cxm+1

m+ 1
,

then

θm =
xm+1 + (−1)mc

(m+ 1)(1 + x)m+1 ,

θ0 =
x+ c
1 + x

.

The Taylor Series Solution
Functions φm(x) which satisfy the Appell equation (A.4.5) but are not
Appell sets according to the strict definition given above may be called
Appell functions, but they should not be confused with the four Appell
hypergeometric series in two variables denoted by F1, F2, F3, and F4, which
are defined by Whittaker and Watson and by Erdelyi et al.
The most general Taylor series solution of (A.4.5) for given φ0 which is

valid in the neighborhood of the origin is expressible in the form

φm =
m∑
r=1

(
m
r

)
αrx

m−r +m
∫ x

0
φ0(u)(x− u)m−1 du, m = 1, 2, 3, . . . .

A proof is given by Vein and Dale. Hildebrand obtained a similar result by
means of the substitution φm = m! fm, which reduces (A.4.5) to

f ′
m = fm−1.

Multiparameter and Multivariable Appell Polynomials
The Appell equation (A.4.5) can be generalized in several ways. The two-
parameter equation

u′
ij = iui−1,j + jui,j−1 (A.4.12)

is a differential partial difference equation whose general polynomial
solution is

uij(x) =
i∑

r=0

j∑
s=0

(
i
r

)(
j
s

)
αrsx

i+j−r−s, i, j = 0, 1, 2, . . . ,

where the αrs are arbitrary constants.

u00 = α00,

uij(0) = αij .

A proof can be constructed by applying the identity

i

(
i− 1
r

)(
j
s

)
+ j

(
i
r

)(
j − 1
s

)
= (i+ j − r − s)

(
i
r

)(
j
s

)
.
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These polynomials can be displayed in matrix form as follows:
Let

U(x) =



u00 u01 u02 · · ·
u10 u11 u12 · · ·
u20 u21 u22 · · ·
· · · · · · · · · · · ·


 .

Then,

U(x) = exQU(0)
(
exQ

)T
.

Hence,

U(0) = e−xQU(x)
(
e−xQ)T ,

that is,

αij =
i∑

r=0

j∑
s=0

(
i
r

)(
j
s

)
urs(−x)i+j−r−s, i, j = 0, 1, 2, . . . .

Other solutions of (A.4.12) can be expressed in terms of simple Appell
polynomials; for example,

uij = φiφj ,

uij =
∣∣∣∣ φi φj
φi+1 φj+1

∣∣∣∣ .
Solutions of the three-parameter Appell equation, namely

u′
ijk = iui−1,j,k + jui,j−1,k + kuij,k−1,

include

uijk = φiφjφk,

uijk =

∣∣∣∣∣∣
φi φj φk
φi+1 φj+1 φk+1
φi+2 φj+2 φk+2

∣∣∣∣∣∣ .
Carlson has studied polynomials φm(x, y, z, . . .) which satisfy the relation

(Dx +Dy +Dz + · · ·)φm = mφm−1, Dx =
∂

∂x
, etc.,

and Carlitz has studied polynomials φmnp...(x, y, z, . . .) which satisfy the
relations

Dx(φmnp...) = mφm−1,np...,

Dy(φmnp...) = nφm,n−1,p...,

Dz(φmnp...) = pφmn,p−1,....
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The polynomial

ψmn(x) =
m∑
r=0

(
m
r

)
αn+rx

r

satisfies the relations

ψ′
mn = mψm−1,n+1,

ψmn − ψm−1,n = xψ′
mn

= mxψm−1,n+1.

Exercises
1. Prove that

φm(x− h) =
m∑
r=0

(
m
r

)
(−h)rφm−r(x)

= ∆m
h φ0.

2. If

Sm(x) =
∑

r+s=m

φrφs,

Tm(x) =
∑

r+s+t=m

φrφsφt,

prove that

S′
m = (m+ 1)Sm−1,

Sm(x+ h) =
m∑
r=0

(
m+ 1
r

)
hrSm−r(x),

T ′
m = (m+ 2)Tm−1,

Tm(x+ h) =
m∑
r=0

(
m+ 2
r

)
hrTm−r(x).

3. Prove that

φ−1
m =

1
αm

∞∑
n=0

(−1)ncmnx
n,

where

cm0 = 1,

cmn =
1
αnm

∣∣∣∣
(

m
m− i+ j − 1

)
αm−i+j−1

∣∣∣∣
n

, n ≥ 1.

This determinant is of Hessenberg form, is symmetric about its sec-
ondary diagonal, and contains no more than (m+1) nonzero diagonals
parallel to and including the principal diagonal.
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4. Prove that the vector Appell equation, namely

C′
j = jCj−1, j > 0,

is satisfied by the column vector

Cj =

[(
j
0

)−1

φj

(
p+ 1
1

)−1

φj+1

(
j + 2
2

)−1

φj+2

· · ·
(
j + n− 1
n− 1

)−1

φj+n−1

]T
n

, n ≥ 1.

5. If

fnm =
m∑
r=0

(−1)r
(
m
r

)
φrφn−r, n ≥ m,

prove that

f ′
nm = (n−m)fn−1,m.

A.5 Orthogonal Polynomials

The following brief notes relate to the Laguerre, Hermite, and Legendre
polynomials which appear in the text.

Laguerre Polynomials L(α)
n (x) and Ln(x)

Definition.

L(α)
n (x) = (n+ α)!

n∑
r=0

(−1)rxr

r! (n− r)! (r + α)! ,

Ln(x) = L(0)
n (x) =

n∑
r=0

(−1)r
(
n
r

)
xr

r!
.

Rodrigues formula.

Ln(x) =
ex

n!
Dn(e−xxn); D =

d

dx
.

Generating function relation.

(1 − t)−1e−xt/(1−t) =
∞∑
n=0

Ln(x)tn;

Recurrence relations.

(n+ 1)Ln+1(x) − (2n+ 1 − x)Ln(x) = +nLn−1(x) = 0,
xL′

n(x) = n[Ln(x) − Ln−1(x)];
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Differential equation.

xL′′
n(x) + (1 − x)L′

n(x) + nLn(x) = 0;

Appell relation. If

φn(x) = xnLn

(
1
x

)
,

then

φ′
n(x) = nφn−1(x).

φn(x) is the Laguerre polynomial with its coefficients arranged in reverse
order.

Hermite Polynomial Hn(x)
Definition.

Hn(x) = n!
N∑
r=0

(−1)r(2x)n−2r

r! (n− 2r)!
, N =

[ 1
2n
]
.

Rodrigues formula.

Hn(x) = (−1)nex
2
Dn
(
e−x2)

, D =
d

dx
;

Generating function relation.

e2xt−t2 =
∞∑
n=0

Hn(x)tn

n!
;

Recurrence relation.

Hn+1(x) − 2xHn(x) + 2nHn−1(x) = 0;

Differential equation.

H ′′
n(x) − 2xH ′

n(x) + 2nHn(x) = 0;

Appell relation.

H ′
n(x) = 2nHn−1(x).

Legendre Polynomials Pn(x)
Definition.

Pn(x) =
1
2n

N∑
r=0

(−1)r(2n− 2r)!xn−2r

r! (n− r)! (n− 2r)!
, N =

[ 1
2n
]
.
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Rodrigues formula.

Pn(x) =
1

2nn!
Dn(x2 − 1)n, D =

d

dx
;

Generating function relation.

(1 − 2xh+ h2)−
1
2 =

∞∑
n=0

Pn(x)hn;

Recurrence relations.

(n+ 1)Pn+1(x) − (2n+ 1)xPn(x) + nPn−1(x) = 0,
(x2 − 1)P ′

n(x) = n[xPn(x) − Pn−1(x)];

Differential equation.

(1 − x2)P ′′
n (x) − 2xP ′

n(x) + n(n+ 1)Pn(x) = 0;

Appell relation. If

φn(x) = (1 − x2)−n/2Pn(x),

then

φ′
n(x) = nFφn−1(x),

where

F = (1 − x2)−3/2.

A.6 The Generalized Geometric Series and
Eulerian Polynomials

The generalized geometric series φm(x) and the closely related function
ψm(x) are defined as follows:

φm(x) =
∞∑
r=0

rmxr, (A.6.1)

ψm(x) =
∞∑
r=1

rmxr. (A.6.2)

The two sums differ only in their lower limits:

φm(x) = ψm(x), m > 0,

φ0(x) =
1

1 − x,

ψ0(x) =
x

1 − x
= xφ0(x)
= φ0(x) − 1. (A.6.3)
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It follows from (A.6.2) that

xψ′
m = ψm+1, m ≥ 0. (A.6.4)

The formula

∆mψ0 = xψm, m > 0,

is proved in the section on differences in Appendix A.8.
Other formulas for ψm include the following:

ψm =
m∑
r=0

(−1)m+rr!Sm+1,r+1

(1 − x)r+1 , m ≥ 0 (Comtet), (A.6.5)

ψm =
x

1 − x
m∑
r=1

(−1)m+rr!Smr

(1 − x)r , m ≥ 0, (A.6.6)

where the Smr are Stirling numbers of the second kind (Appendix A.1).

ψm =
[
Dr

(
1

1 − xeu
)]

u=0
, D =

∂

∂u
(Zeitlin). (A.6.7)

Let

t = φ0 =
1

1 − x .
Then,

ψ0 = −(1 − t),
ψ1 = −t+ t2

= −t(1 − t),
ψ2 = t− 3t2 + 2t3

= t(1 − t)(1 − 2t),
ψ3 = −t+ 7t2 − 12t3 + 6t4

= −t(1 − t)(1 − 6t+ 6t2),
ψ4 = t− 15t2 + 50t3 − 60t4 + 24t5

= t(1 − t)(1 − 14t+ 36t2 − 24t3).

The function ψm satisfies the linear recurrence relations

ψm = x

[
1 +

m∑
r=0

(
m
r

)
ψr

]
, m ≥ 0 (A.6.8)

=
x

1 − x

[
1 +

m−1∑
r=0

(
m
r

)
ψr

]
, m ≥ 1 (A.6.9)

x

m∑
r=0

(
m
r

)
ψm+r =

m∑
r=0

(−1)m+r

(
m
r

)
ψm+r

= ∆mψm. (A.6.10)
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Lawden’s function Sm(x) is defined as follows:

Sm(x) = (1 − x)m+1ψm(x), m ≥ 0. (A.6.11)

It follows from (A.6.5) that Sm is a polynomial of degree m in (1− x) and
hence is also a polynomial of degree m in x. Lawden’s investigation into
the properties of ψm and Sm arose from the application of the z-transform
to the solution of linear difference equations in the theory of sampling
servomechanisms.
The Eulerian polynomial Am(x), not to be confused with the Euler

polynomial Em(x), is defined as follows:

Am(x) = (1 − x)m+1φm(x), m ≥ 0, (A.6.12)
Am(x) = Sm(x), m > 0,
A0(x) = 1,
S0(x) = x, (A.6.13)

Am(x) =
m∑

n=1

Amnx
n, (A.6.14)

where the coefficients Amn are the Eulerian numbers which are given by
the formula

Amn =
n−1∑
r=0

(−1)r
(
m+ 1
r

)
(n− r)m, m ≥ 0, n ≥ 1,

= Am,m+1−n. (A.6.15)

These numbers satisfy the recurrence relation

Amn = (m− n+ 1)Am−1,n−1 + nAm−1,n. (A.6.16)

The first few Eulerian polynomials are

A1(x) = S1(x) = x,
A2(x) = S2(x) = x+ x2,

A3(x) = S3(x) = x+ 4x2 + x3,

A4(x) = S4(x) = x+ 11x2 + 11x3 + x4,

A5(x) = S5(x) = x+ 26x2 + 66x3 + 26x4 + x5.

Sm satisfies the linear recurrence relation

(1 − x)Sm = (−1)m−1
m−1∑
r=0

(−1)r
(
m
r

)
(1 − x)m−rSr

and the generating function relation

V =
x(x− 1)
x− eu(x−1) =

∞∑
m=0

Sm(x)um

m!
,
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∂V

∂u
= V (V + 1 − x)

from which it follows that Sm satisfies the nonlinear recurrence relation

Sm+1 = (1 − x)Sm +
m∑
r=0

(
m
r

)
SrSm−r.

It then follows that

∆ψm = ψm+1 − ψm =
m∑
r=0

(
m
r

)
ψrψm−r.

A.7 Symmetric Polynomials

Let the function fn(x) and the polynomials σ(n)
p in the n variables xi,

1 ≤ i ≤ n, be defined as follows:

fn(x) =
n∏

i=1

(x− xi) =
n∑

p=0

(−1)pσ(n)
p xn−p. (A.7.1)

Examples

σ
(n)
0 = 1,

σ
(n)
1 =

n∑
r=1

xr,

σ
(n)
2 =

∑
1≤r<s≤n

xrxs,

σ
(n)
3 =

∑
1≤r<s<t≤n

xrxsxt,

. . . . . . . . . . . . . . .

σ(n)
n = x1x2x3 . . . xn.

These polynomials are known as symmetric polynomials.
Let the function gnr(x) and the polynomials σ(n)

rs in the (n−1) variables
xi, 1 ≤ i ≤ n, i �= r, be defined as follows:

gnr(x) =
fn(x)
x− xr =

n−1∑
s=0

(−1)sσ(n)
rs x

n−1−s, (A.7.2)

gnn(x) = fn−1(x) (A.7.3)

for all values of x. Hence,

σ(n)
ns = σ(n−1)

s . (A.7.4)
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Also,

gnj(xi) = 0, j �= i. (A.7.5)

Examples

σ
(3)
2 = x1x2 + x1x3 + x2x3,

σ
(n)
r0 = 1, 1 ≤ r ≤ n,
σ

(3)
21 = x1 + x3,

σ
(3)
22 = x1x3,

σ
(4)
31 = x1 + x2 + x4,

σ
(4)
32 = x1x2 + x1x4 + x2x4,

σ
(4)
33 = x1x2x4.

Lemma.

σ(n)
rs =

s∑
p=0

σ(n)
p (−xr)s−p.

Proof. Since

gr(x) = − 1
xr

(
1 − x

xr

)−1

f(x)

= −f(x)
xr

∞∑
q=0

(
x

xr

)q

,

it follows that
n−1∑
s=0

(−1)s+1σ(n)
rs x

n−1−s =
n∑

p=0

∞∑
q=0

(−1)pσ(n)
p xn−p+q

xq+1
r

.

Equating coefficients of xn−1−s,

(−1)s+1σ(n)
rs =

n∑
p=s+1

(−1)pσ(n)
p xs−p

r .

Hence

(−1)s+1σ(n)
rs +

s∑
p=0

(−1)pσ(n)
p xs−p

r =
n∑

p=0

(−1)pσ(n)
p xs−p

r

= xs−n
r f(xr)

= 0.

The lemma follows. �

Symmetric polynomials appear in Section 4.1.2 on Vandermondians.
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A.8 Differences

Given a sequence {ur}, the nth h-difference of u0 is written as ∆n
hu0 and

is defined as

∆n
hu0 =

n∑
r=0

(
n
r

)
(−h)n−rur

=
n∑

r=0

(
n
r

)
(−h)run−r.

The first few differences are

∆0
hu0 = u0,

∆1
hu0 = u1 − hu0,

∆2
hu0 = u2 − 2hu1 + h2u0,

∆3
hu0 = u3 − 3hu2 + 3h2u1 − h3u0.

The inverse relation is

un =
n∑

r=0

(
n
r

)
(∆r

hu0)hn−r,

which is an Appell polynomial with αr = ∆r
hu0. Simple differences are

obtained by putting h = 1 and are denoted by ∆ru0.

Example A.1. If

ur = xr,

then

∆n
hu0 = (x− h)n.

The proof is elementary.

Example A.2. If

ur =
1

2r + 1
, r ≥ 1, 0

then

∆nu0 =
(−1)n22nn!2

(2n+ 1)!
.

Proof.

∆nu0 =
n∑

r=0

(−1)n−r

(
n
r

)
ur

= (−1)n
n∑

r=0

(−1)r
(
n
r

)
1

2r + 1

= (−1)nf(1),



A.8 Differences 329

where

f(x) =
n∑

r=0

(−1)r
(
n
r

)
x2r+1

2r + 1
,

f ′(x) =
n∑

r=0

(−1)r
(
n
r

)
x2r

= (1 − x2)n.

f(x) =
∫ x

0
(1 − t2)n dt,

f(1) =
∫ 1

0
(1 − t2)n dt

=
∫ π/2

0
cos2n+1 θ dθ

=
Γ
( 1

2

)
Γ(n+ 1)

2Γ
(
n+ 3

2

) .

The proof is completed by applying the Legendre duplication formula for
the Gamma function (Appendix A.1). This result is applied at the end of
Section 4.10.3 on bordered Yamazaki–Hori determinants. �

Example A.3. If

ur =
x2r+2 − c
r + 1

,

then

∆nu0 =
(x2 − 1)n+1 − (−1)n(c− 1)

n+ 1
.

Proof.

∆nu0 =
n∑

r=0

(−1)n−r

(
n
r

)[
x2r+2 − 1
r + 1

− c− 1
r + 1

]

= (−1)n[S(x) + (c− 1)S(0)],

where

S(x) =
n∑

r=0

(−1)r
(
n
r

)
x2r+2 − 1
r + 1

=
1

n+ 1

n∑
r=0

(−1)r
(
n+ 1
r + 1

)
(x2r+2 − 1)

=
1

n+ 1

n+1∑
r=0

(−1)r+1
(
n+ 1
r

)
(x2r − 1), (The r = 0 term is zero)
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= − 1
n+ 1

[
n+1∑
r=0

(−1)r
(
n+ 1
r

)
x2r −

n+1∑
r=0

(−1)r
(
n+ 1
r

)]

= − 1
n+ 1

[(1 − x2)n+1 − 0]

S(0) = − 1
n+ 1

.

The result follows. It is applied with c = 1 in Section 4.10.4 on a particular
case of the Yamazaki–Hori determinant. �

Example A.4. If

ψm =
∞∑
r=1

rmxr,

then

∆mψ0 = xψm.

ψm is the generalized geometric series (Appendix A.6).

Proof.

(r − 1)m =
m∑
s=0

(−1)m−s

(
m
s

)
rs.

Multiply both sides by xr and sum over r from 1 to ∞. (In the sum on the
left, the first term is zero and can therefore be omitted.)

x
∞∑
r=2

(r − 1)mxr−1 =
∞∑
r=1

xr
m∑
s=0

(−1)m−s

(
m
s

)
rs,

x
∞∑
s=1

smxs =
m∑
s=0

(−1)m−s

(
m
s

) ∞∑
r=1

rsxr,

xψm =
m∑
s=0

(−1)m−s

(
m
s

)
ψs

= ∆mψ0.

This result is applied in Section 5.1.2 to prove Lawden’s theorem. �

A.9 The Euler and Modified Euler Theorems on
Homogeneous Functions

The two theorems which follow concern two distinct kinds of homogeneity
of the function

f = f(x0, x1, x2, . . . , xn). (A.9.1)
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The first is due to Euler. The second is similar in nature to Euler’s and can
be obtained from it by means of a change of variable.
The function f is said to be homogeneous of degree s in its variables if

f(λx0, λx1, λx2, . . . , λxn) = λsf. (A.9.2)

Theorem A.5 (Euler). If the variables are independent and f is differ-
entiable with respect to each of its variables and is also homogeneous of
degree s in its variables, then

n∑
r=0

xr
∂f

∂xr
= sf.

The proof is well known.
The function f is said to be homogeneous of degree s in the suffixes of

its variables if

f(x0, λx1, λ
2x2, . . . , λ

nxn) = λsf. (A.9.3)

Theorem A.6 (Modified Euler). If the variables are independent and f
is differentiable with respect to each of its variables and is also homogeneous
of degree s in the suffixes of its variables, then

n∑
r=1

rxr
∂f

∂xr
= sf.

Proof. Put

ur = λrxr, 0 ≤ r ≤ n [in (A.9.3)].

Then,

f(u0, u1, u2, . . . , un) ≡ λsf.
Differentiating both sides with respect to λ,

n∑
r=0

∂f

∂ur

dur
dλ

= sλs−1f,

n∑
r=0

∂f

∂ur
rλr−1xr = sλs−1f.

Put λ = 1. Then, ur = xr and the theorem appears. �

A proof can also be obtained from Theorem A.5 with the aid of the
change of variable

vr = xrr.

Both these theorems are applied in Section 4.8.7 on double-sum relations
for Hankelians.
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Illustration. The function

f = Ax0x2x4x6 +
Bx0x2x

2
3x5

x1
+
Cx2

0x1x
5
3 +Dx

8
2

Ex3
0x4 + Fx4

1
(A.9.4)

is homogeneous of degree 4 in its variables and homogeneous of degree 12
in the suffixes of its variables. Hence,

6∑
r=0

xr
∂f

∂xr
= 4f,

6∑
r=1

rxr
∂f

∂xr
= 12f.

A.10 Formulas Related to the Function
(x+

√
1 + x2)2n

Define functions λnr and µnr as follows. If n is a positive integer,

(x+
√
1 + x2)2n =

n∑
r=0

λnrx
2r +

√
1 + x2

n∑
r=1

µnrx
2r−1, (A.10.1)

where

λnr =
n

n+ r

(
n+ r
2r

)
22r, (A.10.2)

µnr =
rλnr
n
. (A.10.3)

Define the function νi as follows:

(1 + z)−1/2 =
∞∑
i=0

νiz
i. (A.10.4)

Then

νi =
(−1)i

22i

(
2i
i

)
= P2i(0),

ν0 = 1, (A.10.5)

where Pn(x) is the Legendre polynomial.

Theorem A.7.
n∑

j=1

λn−1,j−1νi+j−2 =
δin

22(n−1) , 1 ≤ i ≤ n.
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Proof. Replace x by −x−1 in (A.10.1), multiply by x2n, and put x2 = z.
The result is

(−1 +
√
1 + z)2n =

[
zn +

n∑
i=1

λniz
n−i

]
− (1 + z)

1
2

n∑
i=1

µniz
n−i

=
n+1∑
j=1

λn,n−j+1z
j−1 − (1 + z)

1
2

n∑
j=1

µn,n−j+1z
j−1.

Rearrange, multiply by (1 + z)−1/2 and apply (A.10.4):

∞∑
i=0

νiz
i
n+1∑
j=1

λn,n−j+1z
j−1 =

n∑
j=1

µn,n−j+1z
j−1+(1+z)−1/2(−1+

√
1 + z)2n.

In some detail,

(1 + ν1z + ν2z2 + · · ·)(λnn + λn,n−1z + · · · + λn1z
n−1 + λn0z

n)

= (µnn + µn,n−1z + · · · + µn1z
n−1) +

(z
2

)2n
(1 + z)−1/2

(
1 − 1

4
z + · · ·

)2n

.

Note that there are no terms containing zn, zn+1, . . . , z2n−1 on the right-
hand side and that the coefficient of z2n is 2−2n. Hence, equating coefficients
of zn−1+i, 1 ≤ i ≤ n+ 1,

n+1∑
j=1

λn,j−1νi+j−2 =
{
0, 1 ≤ i ≤ n
2−2n, i = n+ 1.

The theorem appears when n is replaced by (n − 1) and is ap-
plied in Section 4.11.3 in connection with a determinant with binomial
elements. �

It is convenient to redefine the functions λnr and µnr for an application
in Section 4.13.1, which, in turn, is applied in Section 6.10.5 on the Einstein
and Ernst equations.
If n is a positive integer,

(x+
√
1 + x2)2n = gn + hn

√
1 + x2, (A.10.6)

where

gn =
n∑

r=0

λnr(2x)2r, an even function,

g0 = 1;

hn(x) =
n∑

r=1

µnr(2x)2r−1, an odd function,

h0 = 0. (A.10.7)
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λnr =
n

n+ r

(
n+ r
2r

)
, 1 ≤ r ≤ n,

λn0 = 1, n ≥ 0;

µnr =
2rλnr
n

, 1 ≤ r ≤ n,
µn0 = 0, n ≥ 0. (A.10.8)

Changing the sign of x in (A.10.6),

(x−
√
1 + x2)2n = gn − hn

√
1 + x2 . (A.10.9)

Hence,

gn = 1
2

{
(x+

√
1 + x2)2n + (x−

√
1 + x2)2n

}
,

hn = 1
2

{
(x+

√
1 + x2)2n − (x−

√
1 + x2)2n

}
(
√
1 + x2)−1.(A.10.10)

These functions satisfy the recurrence relations

gn+1 = (1 + 2x2)gn + 2x(1 + x2)hn,
hn+1 = (1 + 2x2)hn + 2xgn. (A.10.11)

Let

fn = 1
2

{
(x+

√
1 + x2)n + (x−

√
1 + x2)n

}
. (A.10.12)

Lemmas.

a. f2n = gn
b. f2n+1 =

gn+1 − gn
2x

.

Proof. The proof of (a) is trivial. To prove (b), note that

f2n+1 = 1
2

{
(x+

√
1 + x2)(gn + hn

√
1 + x2)

+(x−
√
1 + x2)(gn − hn

√
1 + x2)

}
= xgn + (1 + x2)hn. (A.10.13)

The result is obtained by eliminating hn from the first line of (A.10.11). �

In the next theorem, ∆ is the finite-difference operator (Appendix A.8).

Theorem A.8.

a. gm+n + gm−n = 2gmgn,
b. ∆(gm+n−1 + gm−n−1) = 2gn∆gm−1,
c. 2x2(gm+n−1 − gm−n) = ∆gm−1∆gn−1,
d. ∆(gm+n−1 − gm−n) = 2gm∆gn−1,
e. gm+n+1 + gm−n = 2(1 + x2)(gm + xhm)(gn + xhn),
f. ∆(gm−n + gm−n) = 4x(1 + x2)hm(gn − xhn),
g. gm+n − gm−n = 2(1 + x2)hmhn,
h. ∆(gm+n−1 − gm−n−1) = 4x(1 + x2)hn(gm − xhm).
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Proof of (a). Put x = sh θ. Then,

gn = 1
2 (e

2nθ + e−2nθ)
= ch 2nθ,

gm+n + gm−n = ch(2m+ 2n)θ + ch(2m− 2n)θ
= 2 ch 2mθ ch 2nθ
= 2gmgn.

The other identities can be verified in a similar manner. �

It will be observed that

gn(x) = i2nTn(ix),

where Tn(x) is the Chebyshev polynomial of the first kind (Abramowitz
and Stegun), but this relation has not been applied in the text.

A.11 Solutions of a Pair of Coupled Equations

The general solution of the coupled equations which appear in Sec-
tion 6.10.2 on the Einstein and Ernst equations, namely,

∂ur+1

∂ρ
+
∂ur
∂z

= −rur+1

ρ
, r = 0, 1, 2, . . . , (A.11.1)

∂ur−1

∂ρ
− ∂ur
∂z

=
rur−1

ρ
, r = 1, 2, 3, . . . , (A.11.2)

can be obtained in the form of a contour integral by applying the theory
of the Laurent series. The solution is

ur =
ρ1−r

2πi

∫
C

f

(
ρ2w2 − 2zw − 1

w

)
dw

w1+r
, (A.11.3)

where C is a contour embracing the origin in the w-plane and f(v) is an
arbitrary function of v.
The particular solution corresponding to f(v) = v−1 is

ur =
ρ1−r

2πi

∫
C

dw

wr(ρ2w2 − 2zw − 1)

=
ρ−1−r

2πi

∫
C

dw

wr(w − α)(w − β) , (A.11.4)

where

α =
1
ρ2
{
z +

√
ρ2 + z2

}
,

β =
1
ρ2
{
z −

√
ρ2 + z2

}
. (A.11.5)
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This solution can be particularized still further using Cauchy’s theorem.
First, allow C to embrace α but not β and then allow C to embrace β but
not α. This yields the solutions

ρ−1−r

βr(α− β) ,
−ρ−1−r

αr(α− β) ,

but since the coupled equations are linear, the difference between these two
solutions is also a solution. This solution is

ρ−1−r(αr + βr)
(αβ)r(α− β) =

(−1)rfr(z/ρ)√
1 + z2/ρ2

, (A.11.6)

where

fn(x) = 1
2

{
(x+

√
1 + x2)n + (x−

√
1 + x2)n

}
. (A.11.7)

Since z does not appear in the coupled equations except as a differential
operator, another particular solution is obtained by replacing z by z + cj ,
where cj is an arbitrary constant. Denote this solution by urj :

urj =
(−1)rfr(xj)√

1 + x2
j

, xj =
z + cj
ρ

. (A.11.8)

Finally, a linear combination of these solutions, namely

ur =
2n∑
j=1

ejurj , (A.11.9)

where the ej are arbitrary constants, can be taken as a more general series
solution of the coupled equations.
A highly specialized series solution of (A.11.1) and (A.11.2) can be ob-

tained by replacing r by (r−1) in (A.11.1) and then eliminating ur−1 using
(A.11.2). The result is the equation

∂2ur
∂ρ2

− 1
ρ

∂ur
∂ρ

− (r2 − 1)ur
ρ2

+
∂2ur
∂z2

= 0, (A.11.10)

which is satisfied by the function

ur = ρ
∑
n

{anJr(nρ) + bnYr(nρ)}e±nz, (A.11.11)

where Jr and Yr are Bessel functions of order r and the coefficients an and
bn are arbitrary. This solution is not applied in the text.
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A.12 Bäcklund Transformations

It is shown in Section 6.2.8 on brief historical notes on the Einstein and
Ernst equations that the equations

1
2 (ζ+ + ζ−)∇2ζ± = (∇ζ±)2,

where

ζ± = φ± ωψ (ω2 = −1), (A.12.1)

are equivalent to the coupled equations

φ∇2φ− (∇φ)2 + (∇ψ)2 = 0, (A.12.2)
φ∇2ψ − 2∇φ · ∇ψ = , 0 (A.12.3)

which, in turn, are equivalent to the pair

φ

(
φρρ +

1
ρ
φρ + φzz

)
− φ2

ρ − φ2
z + ψ

2
ρ + ψ

2
z = 0, (A.12.4)

∂

∂ρ

(
ρψρ
φ2

)
+
∂

∂z

(
ρψz
φ2

)
= 0. (A.12.5)

Given one pair of solutions of (A.12.1), it is possible to construct other
solutions by means of Bäcklund transformations.

Transformation δ

If ζ+ and ζ− are solutions of (A.12.1) and

ζ ′
+ = aζ− − b,
ζ ′
− = aζ+ + b,

where a, b are arbitrary constants, then ζ ′
+ and ζ ′

− are also solutions of
(A.12.1). The proof is elementary.

Transformation γ

If ζ+ and ζ− are solution of (A.12.1) and

ζ ′
+ =

c

ζ+
+ d,

ζ ′
− =

c

ζ−
− d,

where c and d are arbitrary constants, then ζ ′
+ and ζ ′

− are also solutions of
(A.12.1).

Proof.

1
2 (ζ

′
+ + ζ ′

−) =
c(ζ+ + ζ−)
2ζ+ζ−

,



338 Appendix

∇ζ ′
+ = − c

ζ2+
∇ζ+,

∇2ζ ′
+ = − c

ζ2+

[
∇2ζ+ − 2

ζ+
(∇ζ+)2

]
.

Hence,

1
2 (ζ

′
+ + ζ ′

−)∇2ζ ′
+ − (∇2ζ ′

+)
2 = − c2

ζ3+ζ−

[ 1
2 (ζ+ + ζ−)∇2ζ+ − (∇ζ+)2

]
= 0.

This identity remains valid when ζ ′
+ and ζ ′

− are interchanged, which proves
the validity of transformation γ. It follows from the particular case in which
c = 1 and d = 0 that if the pair P (φ, ψ) is a solution of (A.12.4) and (A.12.5)
and

φ′ =
φ

φ2 + ψ2 ,

ψ′ = − ψ

φ2 + ψ2 ,

then the pair P ′(φ′, ψ′) is also a solution of (A.12.4) and (A.12.5). This
relation is applied in Section 6.10.2 on the intermediate solution of the
Einstein equations. �

Transformation ε

Combining transformation γ and δ with a = d = 1 and c = −2b, it is found
that if ζ+ and ζ− are solutions of (A.12.1) and

ζ ′
+ =

ζ− − b
ζ− + b

,

ζ ′
− =

b+ ζ+
b− ζ+ ,

then ζ ′
+ and ζ ′

− are also solutions of (A.12.1). This transformation is ap-
plied in Section 6.10.4 on physically significant solutions of the Einstein
equations.
The following formulas are well known and will be applied later. (ρ, z)

are cylindrical polar coordinates:

∇V =
(
∂V

∂ρ
,
∂V

∂z

)
, (A.12.6)

∇ · F =
1
ρ

∂

∂ρ
(ρFρ) +

∂Fz
∂z
, (A.12.7)

∇2V =
∂2V

∂ρ2
+

1
ρ

∂V

∂ρ
+
∂2V

∂z2
, (A.12.8)

∇ · (V F) = V∇ · F+ F · ∇V, (A.12.9)
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∇ ·
(∇ψ
φ

)
=

1
φ2 (φ∇2ψ − ∇φ · ∇ψ), (A.12.10)

∇ ·
(∇ψ
φ2

)
=

1
φ3 (φ∇2ψ − 2∇φ · ∇ψ), (A.12.11)

∇2(log φ) =
1
φ2 [φ∇2φ− (∇φ)2], (A.12.12)

∇2(log ρ) = 0. (A.12.13)

Applying (A.12.12) and (A.12.11), the coupled equations (A.12.2) and
(A.12.3) become

φ2∇2(log φ) + (∇ψ)2 = 0, (A.12.14)

∇ ·
(∇ψ
φ2

)
= 0. (A.12.15)

Transformation β (Ehlers)
If the pair P (φ, ψ) is a solution of (A.12.4) and (A.12.5), and φ′ and ψ′ are
functions which satisfy the relations

a. φ′ =
ρ

φ
,

b.
∂ψ′

∂ρ
= −ωρ

φ2

∂ψ

∂z
,

c.
∂ψ′

∂z
=
ωρ

φ2

∂ψ

∂ρ
, (ω2 = −1),

then the pair P ′(φ′, ψ′) is also a solution.

Proof. Applying (A.12.6) and (A.12.7) to (A.12.15),

∇ ·
(

1
φ2

∂ψ

∂ρ
,
1
φ2

∂ψ

∂z

)
= 0,

∂

∂ρ

(
ρ

φ2

∂ψ

∂ρ

)
+
∂

∂z

(
ρ

φ2

∂ψ

∂z

)
= 0,

which is satisfied by (b) and (c). Eliminating ψ from (b) and (c),

∂

∂ρ

(
φ2

ρ

∂ψ′

∂ρ

)
+
∂

∂z

(
φ2

ρ

∂ψ′

∂z

)
= 0,

∂2ψ′

∂ρ2
− 1
ρ

∂ψ′

∂ρ
+
∂2ψ′

∂z2
= − 2

φ

(
∂φ

∂ρ

∂ψ′

∂ρ
+
∂φ

∂z

∂ψ′

∂z

)
.

Hence, referring to (A.12.8) and (a),

∇2ψ′ =
2φ
ρ

[(
1
φ

− ρ

φ2

∂φ

∂ρ

)
∂ψ′

∂ρ
− ρ

φ2

∂φ

∂z

∂ψ′

∂z

]

=
2φ
ρ

[
∂

∂ρ

(
ρ

φ

)
∂ψ′

∂ρ
+
∂

∂z

(
ρ

φ

)
∂ψ′

∂z

]
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W. Bauhardt, C. Pöppe, The Fredholm determinant method for discrete inte-
grable evolution equations. Lett. Math. Phys. 13 (1987), 167–178. [MR 88g:
35165.]

M Bautz, Uber (0, 1)-determinanten mit grossen absolutwerten. Wiss. Z. Tech.
Hochsch. Ilmenau 27 (1981), 39–55. [MR 82m: 15010; Zbl 481 (1982), 15008.]

G. Baxter, P. Schmidt, Determinants of a certain class of non-Hermitian Toeplitz
matrices. Math. Scand. 9 (1961), 122–128. [MR 23A (1962), 3949.]

N. Bebiano, J.K. Merikoski, J. da Providencia, On a conjecture of G.N. de Oliveira
on determinants. Linear Multilinear Alg. 20 (1987), 167–170. [MR 88b: 15005.]

E.F. Bechenbach, R. Bellman, On the positivity of circulant and skew-circulant
determinants. General Inequalities. Proc. First Internat. Conf. Math. Res.
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(1970), 1–3. [Zbl 229 (1972), 12002.]

P. Dillen, Polynomials with constant Hessian determinant. J. Pure Appl. Alg. 71
(1991), 13–18. [MR 92b: 13011.]

J.D. Dixon, How good is Hadamard’s inequality for determinants? Can. Math.
Bull. 27 (1984), 260–264. [MR 85e: 15009; Zbl 554 (1985), 15011.]

C.L. Dodgson, [Lewis Carroll] Condensation of determinants. Proc. Roy. Soc.
London 15 (1866), 150–155.

A. Dold, B. Eckmann (eds.), Backlund Transformations, Nashville, Tennessee,
Lecture Notes in Mathematics 515, Springer-Verlag, Berlin, 1974.

R.Z. Dordevic, G.V. Milananovic, V. Gradimir, On a functional equation having
determinant form. Pub. Fac. Electrotechn. Univ. Belgrade. Ser. Math. Phys.
498–541, 85–90 (1975). [Zbl 316 (1976), 39011.]

H. Dörrie, Determinanten (in German), Oldenbourg, Munich, 1940.

M.P. Drazin, A note on skew-symmetric matrices.Math. Gaz. 36 (1952), 253–255.
[MR 15 (1954), 497.]

A. Dresden, Solid Analytical Geometry and Determinants, Dover, New York,
1965. [Reviewed in Math. Gaz. 50 (1966), 96–97.]

A.W.M. Dress, W. Wenzel, A simple proof of an identity concerning Pfaffians of
skew-symmetric matrices. Adv. Math. 112 (1995), 120–134. [MR 96b: 15018.]
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C. Pöppe, General determinants and the Tau-function for the Kadomtsev–
Petviashvili hierarchy. Inverse Problems 5 (1989), 613–630. [PA 92 (1989),
124094.]

H. Porta, The determinants function. Math. Notae 30 (1983), 49–59. [MR 88i:
15020.]

P. Pragacz, Characteristic free resolution of (n − 2) order Pfaffians of an n × n
antisymmetric matrix. J. Alg. 78 (1982), 386–396. [MR 85a: 13006.]

F.L. Pritchard, Polynomial mappings with Jacobian determinants of bounded
degree. Arch. Math. 48 (1987), 495–504. [MR 88m: 32012.]

C.C. Puckette, Skew-symmetric determinants. Math. Gaz. 35 (1951), 254–255.

C. Radoux, Calcul effectif de certaines determinants de Hankel. Bull. Soc. Math.
Belg. 31 (1979), 49–55. [MR 82j: 05016.]

A.K. Rajagopal, On some of the classical orthogonal polynomials. Am. Math.
Monthly 67 (1960), 166–169. [MR 22 (1961), 11164.]

T.J. Randall, H. Sharples, A useful recurrence relation. Math. Gaz. 64 (1980),
279–280. [MR 82c: 15009.]
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yk−1). J. Phys. A: Math. Gen. 20 (1987), 6237–6241. [MR 89d: 34020; PA 91
(1988), 36330.]
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